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Chapter 1

Overview

1.1 Document Overview

This document is organized to give you the best possible look into the EnergyPlus calculations.
First, the concepts of modeling in EnergyPlus are presented. These include descriptions of the zone
heat balance process, air loop/plant loop processes as well as other important processes for the
building simulation.

Discussions during the modeling process may reference specific “object names” as found in the
Input/Output Reference document.

The remainder of the document focuses on individual models.

1.2 General Modeling Overview

The EnergyPlus program is a collection of many program modules that work together to calculate
the energy required for heating and cooling a building using a variety of systems and energy sources.
It does this by simulating the building and associated energy systems when they are exposed to
different environmental and operating conditions. The core of the simulation is a model of the
building that is based on fundamental heat balance principles. Since it is relatively meaningless
to state: “based on fundamental heat balance principles”, the model will be described in greater
detail in later sections of this document in concert with the C++ code which is used to describe the
model. It turns out that the model itself is relatively simple compared with the data organization
and control that is needed to simulate the great many combinations of system types, primary
energy plant arrangements, schedules, and environments. Figure 1.1 shows this overall organization
in schematic form. Later sections will expand on the details within the blocks of the schematic.

1.3 Building Surfaces, Spaces, Zones, and Enclosures

The EnergyPlus building model consists of four main constructs: surfaces, spaces, zones, and
enclosures. These are defined below along with some assumptions and relationship rules.

Surface - a geometric plane which is attached to a Zone and a Space.

o A Surface can be opaque, transparent, or an air boundary.

21
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Figure 1.1: EnergyPlus Program Schematic

Surfaces may store and transfer heat and moisture.

The inside and outside face of each Surface has a single uniform surface temperature
calculated from the surface heat balance.

Each Surface belongs to one Zone and one Space.
Inter-Space and inter-Zone Surfaces are modeled as two linked surfaces.
Air boundary surfaces combine one or more spaces into a common enclosure.

Inter-Space surfaces connecting spaces that are part of the same Zone will see the same
air temperature. They may or may not be in the same enclosure.

Inter-Space surfaces connecting spaces that are in different Zones may see different air
temperatures. They may or may not be in the same enclosure.

Space - A collection of one or more Surfaces and internal gains.

Each Space belongs to one Zone.

Spaces may be user-specified or generated by default so that every surface belongs to a
Space and every Zone has at least one Space.

A Space may have only floor surface(s) or may be fully enclosed (floors, walls, ceilings,
ete).

Each Space belongs to one Enclosure (implicitly assigned). See Enclosure below for more
details.

There is no heat balance at the Space level; the heat balance is done at the Zone level.
Internal gains are modeled at the Space level and combined for the Zone heat balance.

Each Space is assigned a Space Type which is used for output reports and submeters.

Zone - An air mass connecting Surfaces, internal gains, and HVAC equipment for heat balance

and HVAC control.
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» Each Zone is comprised of one or more Spaces.
o If no Spaces are specified for a Zone, a Space will automatically be created.

o If any surfaces in a Zone do not have a user-assigned Space, a Space will be automatically
created for those surfaces.

o The Zone heat balance solves for the zone air temperature and humidity (or a Room
Air Model with multiple air nodes) and includes all Surfaces and internal gains from its
Spaces.

o HVAC systems are connected at the Zone level.
Enclosure - A continuous volume connecting Surfaces for radiant, solar, and daylighting exchange.

o FEach Enclosure is comprised of one or more Spaces.

« If a Space has a floor surface(s) plus any other surfaces (walls, ceiling, roof, etc.), then
it is its own enclosure.

 If a Space has only a floor surface(s), then it is part of the zone enclosure.
e Any surfaces with a blank Space is part of the zone enclosure.
o Air boundaries can be used to combine Spaces into a common enclosure.

e All Surfaces and internal radiant gains associated with the Spaces are included in the
Enclosure.

o Enclosures only distribute radiant (thermal), solar, and visible energy to and from the
Surfaces.

e There is no full heat balance at the Enclosure level. Each Enclosure only balances the
radiant/solar flux on each Surface. These fluxes then become part of the Surface inside
heat balance.

1.4 Simulation Manager

The simulation manager of EnergyPlus is contained in a single module. The main subroutine is
shown below. Flow within the entire program is managed using a series of flags. These paired flags,
in order (from the highest to the lowest) are:

Table 1.1: Simulation Flags

BeginSimulationFlag EndSimulationFlag
BeginEnvironmentFlag EndEnvironmentFlag (one to many days)
BeginDayFlag EndDayFlag

BeginHourFlag EndHourFlag

BeginTimeStepFlag EndTimeStepFlag

There is also a WarmupFlag to signal that the program is in warmup state. The operation of
these flags can be seen in the following subroutine. This code is actually simplified, old EnergyPlus
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FORTRAN code but it concisely demonstrates the use of these flags in the code. The advantage of
using the flag system is that any subroutine throughout the code can determine the exact state of
the simulation by checking the status of the flags.

SUBROUTINE ManageSimulation ! Main driver routine for this module
BeginSimFlag = .TRUE.
EndSimFlag = .FALSE.

CALL OpenOutputFiles
CALL GetProjectData
CALL GetEnvironmentInfo ! Get the number and type of Environments
DO Envrn = 1, NumOfEnvrn ! Begin environment loop
BeginEnvrnFlag = .TRUE.
EndEnvrnFlag = .FALSE.
WarmupFlag = .TRUE.
Day0fSim = 0
DO WHILE ((Day0fSim.LT.NumOfDayInEnvrn).OR.(WarmupFlag)) ! Begin day loop
Day0fSim = Day0fSim + 1
BeginDayFlag .TRUE.
EndDayFlag .FALSE.
DO HourOfDay 1, 24 ! Begin hour loop
BeginHourFlag . TRUE.
EndHourFlag .FALSE.
DO TimeStep = 1, NumOfTimeStepInHour ! Begin time step (TINC) loop
BeginTimeStepFlag = .TRUE.
EndTimeStepFlag = .FALSE.
! Set the End_Flag variables to true if necessary. Note that each flag builds on
! the previous level. EndDayFlag cannot be .true. unless EndHourFlag is also .true.,
! etc.
d
1
1

Note that the EndEnvrnFlag and the EndSimFlag cannot be set during warmup.
Note also that BeginTimeStepFlag, EndTimeStepFlag, and the
SubTimeStepFlags can/will be set/reset in the HVAC Manager.
IF ((TimeStep.EQ.NumOfTimeStepInHour)) THEN
EndHourFlag = .TRUE.
IF (HourOfDay.EQ.24) THEN
EndDayFlag = .TRUE.
IF ((.NOT.WarmupFlag).AND.(DayOfSim.EQ.NumOfDayInEnvrn)) THEN
EndEnvrnFlag = .TRUE.
IF (Envrn.EQ.NumOfEnvrn) THEN
EndSimFlag = .TRUE.
END IF
END IF
END IF
END IF
CALL ManageWeather
CALL ManageHeatBalance

BeginHourFlag = .FALSE.
BeginDayFlag = .FALSE.
BeginEnvrnFlag = .FALSE.
BeginSimFlag = .FALSE.
END DO ! ... End time step (TINC) loop.
END DO ! ... End hour 1loop.
END DO ! ... End day 1loop.
END DO ! ... End environment loop.
CALL CloseOutputFiles

RETURN
END SUBROUTINE ManageSimulation

1.5 Warmup Convergence

At the beginning of each new environment (design day or runperiod) zone and surface temperatures
are initialized to 23C, and zone humidity ratios are initialized to the outdoor humidity ratio. The
first day of the environment is repeated until the loads/temperature convergence tolerance values
specified in the Building object are satisfied or until it reaches “maximum number of warmup days”.
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Since everything in EnergyPlus is based on the foundation of the loads simulation, it stands to
reason that any inaccuracies in the loads calculation will result in inaccuracies of similar or larger
magnitude in the HVAC calculations. In the presumably limited cases where convergence was not
truly achieved before the actual simulation began, it is unknown how much error would be intro-
duced into the results. While simulations that last longer (annual vs. design day) will hopefully
have any initial condition problems balanced by the shear number of days in the simulation, shorter
simulations—particularly those used for sizing—could result in relatively large errors. The simula-
tion results could be unreliable and inaccurate when steady periodic conditions are not achieved.
Therefore, it is important to properly determine when there is enough temperature and flux history
terms to start an EnergyPlus simulation since this has a potential economic and energy impact on
buildings that use EnergyPlus in design.

EnergyPlus determines warmup convergence in the following manner as shown in the Figure 1.2
below. The process of the convergence checks begins by tracking four parameters such including the
maximum zone air temperature, the minimum zone air temperature, the maximum heating load,
and the maximum cooling load for individual zone. It is note that these convergence checks are only
in effective in simulations with at least one zone since the criteria is solely based on the maximum
and minimum values obtained from an individual zone. Differences in these parameters between
two consecutive days are then compared with the convergence tolerance values at the end of the
day during the warmup period. For example, the maximum and minimum air temperature and the
percentage difference of zone load for each zone at 9:00AM during the second to last warmup is
compared to the values at 9:00AM last warmup day as follows:

Tmax,prev - Tmax < Eol (11)

Tmin,prev - Tmin < Eol (12)

qn — Qhprev < Grol (13>
dn

- _qqc,pr%‘ < Grol (1.4)

where Tmax,prev is the maximum zone temperature of previous day, Tmax is the maximum zone
temperature of current day, Ttol is the value of temperature tolerance, gh,prev is the maximum
heating load of previous day, gh, is the maximum heating load of current day, qtol is the value
of load tolerance, qc,prev is the maximum cooling load of previous day, and qc, is the maximum
cooling load of current day.

Note that a minimum load of 100W is used to establish a fraction for the maximum loads when
they are less than the minimum. This is done to avoid a false negative indication for the percentage
load difference that may appear when zonal loads are very small. The convergence checks are
repeated until passed for all zones. EnergyPlus assumes that the warmup period has been reached
steady-periodic when these four parameters are within tolerance. Finally, temperature and load
differences between the last two warmup days for individual zone at each time step in the last
warmup day are reported so that users can easily track whether or not the warmup period has
converged. The input parameters and output related to the warmup period are discussed in the
Input-Output Reference.
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Chapter 2

Integrated Solution Manager

EnergyPlus is an integrated simulation. This means that all three of the major parts, building,
system, and plant, must be solved simultaneously. In programs with sequential simulation, such
as BLAST or DOE-2, the building zones, air handling systems, and central plant equipment are
simulated sequentially with no feedback from one to the other. The sequential solution begins with
a zone heat balance that updates the zone conditions and determines the heating/cooling loads
at all time steps. This information is fed to the air handling simulation to determine the system
response; but that response does not affect zone conditions. Similarly, the system information is
passed to the plant simulation without feedback. This simulation technique works well when the
system response is a well-defined function of the air temperature of the conditioned space. For a
cooling situation, a typical supply and demand situation is shown schematically in the Figure 2.1.
Here, the operating point is at the intersection of the supply and demand curves.

\ System Supply Capacity

Power

Zone Cooling Demand

Zone Temperature

Figure 2.1: Sequential Simulation Supply/Demand Relationship.

However, in most situations the system capacity is dependent on outside conditions and/or other
parameters of the conditioned space. The simple supply and demand situation above becomes a
more complex relationship and the system curve is not fixed. The solution should move up and
down the demand curve. This doesn’t happen in sequential simulation methods and the lack of
feedback from the system to the building can lead to nonphysical results. For example, if the
system provides too much cooling to a conditioned space the excess is reported by the program as
“overcooling”. Other categories of unmatched loads exist and are similarly reported by the program.

27
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While this kind of reporting enables the affected system or plant components to be properly sized,
the system designer would, in most cases, prefer to see the actual change in zone temperature. The
same mismatches can occur between the system and plant simulations when they are simulated
sequentially.

To obtain a simulation that is physically realistic, the elements have to be linked in a simulta-
neous solution scheme. The entire integrated program can be represented as a series of functional
elements connected by fluid loops as shown in Figure 2.2. In EnergyPlus all the elements are in-
tegrated and controlled by the Integrated Solution Manager. The loops are divided into supply
and demand sides, and the solution scheme generally relies on successive substitution iteration to
reconcile supply and demand using the Gauss-Seidell philosophy of continuous updating.

Zone System Plant

S~ N

Alr Loop \Water Loop

Figure 2.2: Schematic of Simultaneous Solution Scheme

In the sections which follow, the various individual functions of the integrated solution will be
described.

2.1 Basis for the Zone and Air System Integration

The basis for the zone and air system integration is to formulate energy and moisture balances
for the zone air and solve the resulting ordinary differential equations using a predictor-corrector
approach. The formulation of the solution scheme starts with a heat balance on the zone air. If
space heat balance is active, the same method applies to the space air.

Nsurfaces Niones

N
dTZ - : . . .
C.—F = ; Qi+ ; hildi (T = To) + Y 10,y (T — To) +1i130Cy (Too — T2) + Qs (2.1)

=1

where:
sl .
>~ Q; = sum of the convective internal loads
i=1
Nsu'r"faces
> hA; (Ts; — T,) = convective heat transfer from the zone surfaces
i=1
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MintCp (I — T,) = heat transfer due to infiltration of outside air

vajf"“ m;Cp (T,; — T,) = heat transfer due to interzone air mixing

sts = air systems output

C, dg} = energy stored in zone air

Cz = paircpCT

Pair = zoONe air density

C, = zone air specific heat

Cr = sensible heat capacity multiplier (Detailed description is provided below)

If the air capacitance is neglected, the steady-state system output must be:

Nsur'faces Niones

Ny
_sts = Z Qz + Z hZA’L (Tsz - Tz) + Z mch (Tzz - Tz) + minfcp (Too - Tz) (22)
=1 =1

=1

Air systems provide hot or cold air to the zones to meet heating or cooling loads. The system
energy provided to the zone, Qsys, can thus be formulated from the difference between the supply
air enthalpy and the enthalpy of the air leaving the zone as shown in Equation 2.3:

sts = msyscp (Tsup - Tz) (23)

This equation assumes that the zone supply air mass flow rate is exactly equal to the sum of the
air flow rates leaving the zone through the system return air plenum and being exhausted directly
from the zone. Both air streams exit the zone at the zone mean air temperature. The result of
substituting Equation 2.3 for Qsys in the heat balance Equation 2.1 is shown in Equation 2.4:

Nsu'rfaces Niones

Nsl .

C. dg;z =>Qi+ > hATy-T.)+ >, mC, (T, —T)
i=1 i=1 i=1

+minfcp (Too — Tz) + msyst (Crsup — Tz)

(2.4)

The sum of zone loads and air system output now equals the change in energy stored in the
zone. Typically, the capacitance Cz would be that of the zone air only. However, thermal masses
assumed to be in equilibrium with the zone air could be included in this term.

EnergyPlus provides three different solution algorithms to solve the zone air energy and moisture
balance equations. These are defined in the Algorithm field in the ZoneAirHeatBalanceAlgorithm
object: 3rdOrderBackwardDifference, EulerMethod and AnalyticalSolution. The first two methods
to solve Equation 2.4 use the finite difference approximation while the third uses an analytical
solution. A short description is given below.

In order to calculate the derivative term with respect to time, a finite difference approximation
may be used, such as:

C;_f — (5t)7 (T = T."%) 4+ O (6t) (25)

The use of numerical integration in a long time simulation is a cause for some concern due to
the potential build-up of truncation error over many time steps. In this case, the finite difference
approximation is of low order that further aggravates the problem. However, the cyclic nature of
building energy simulations should cause truncation errors to cancel over each daily cycle so that
no net accumulation of error occurs, even over many days of simulation (Walton, 1990). The Euler
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formula, Equation 2.5, was employed in Equation 2.4 to replace the derivative term. All the terms
containing the zone mean air temperature were then grouped on the left hand side of the equation.
Since the remaining terms are not known at the current time, they were lagged by one time step
and collected on the right hand side. This manipulation resulted in Equation 2.6, the formula for
updating the zone mean air temperature:

t t—4&t Nsu'ff”'ces N:ones
C, TZ*Z;/Z + T; ( Zl h;A; + Zl mZC'p + minfcp + msyscp> =
- . 2.6)

upply

t—ot (

Ny . Nsurfaces Nzones
2 Q! + 1y CyTE 1+ ( 21 hi ATy + 1 1, CpTy; + minfOpToo>
i= i= iz

One final rearrangement was to move the lagged temperature in the derivative approximation
to the right side of the equation. The explicit appearance of the zone air temperature was thus
eliminated from one side of the equation. An energy balance equation that includes the effects of
zone capacitance was then obtained by dividing both sides by the coefficient of Tz:

t—at

Nsl . NSUTfaCES N:ones

> Qf + 1y CpTY oy + (C% + > WAT.+ >, mClT.+ mmepToo>

=1 =1 i=1

T! = (2.7)
Nsu'rfa.ces N:ones
% + ( Z thz + msz + minfcp + msy50p>
j= =1

=1 7

Equation 2.7 could be used to estimate zone air temperatures and is defined as the EulerMethod,
one of the three solution algorithms provided in the ZoneAirHeatBalanceAlgorithm object. How-
ever, it can severely limit the time step size under some conditions. To improve on this, higher
order expressions for the first derivative, with corresponding higher-order truncation errors, were
developed. The goal of this approach was to allow for the use of larger time steps in the simulation
than would be possible using the first order Euler form, without experiencing instabilities. Approx-
imations from second through fifth order were tried as reported by Taylor, et al. (1990) with the
conclusion that the third order finite difference approximation, shown below, gave the best results:

dT,
dt

~ (6t)”! (E t_ gpi-ot 4 Si-as _ 1T;?’&) +0 (5t%) (2.8)
t

6 2 3

When this form for the derivative is used, Equation 2.6 changes to:

Nsurfaces

Ny .
C.(6t) ™" (HTE = 3TL% 4 STL-20t — 1i=30t) — 2 @it 2 hidi(Tu—T)

6

(2.9)

Nzones

+ Z msz (Tzz - Tz) + minfcp (Too - Tz) + msyscp (Tsup - Tz)
i=1

and the zone temperature update equation becomes:
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Nsl . Nsurfaces Nzones C t—0t | 3t—20t  1t—36t
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This is the form historically used in EnergyPlus and is the current default referred to as 3rdOrder-
BackwardDifference in the ZoneAirHeatBalanceAlgorithm object. This algorithm requires zone air
temperatures at three previous time steps and uses constant temperature coefficients. The assump-
tion is that three previous time steps lengths are the same.

The AnalyticalSolution algorithm is an integration approach. While the 3"¢ order finite difference
approximation provides stability without requiring a prohibitively small time step, the method still
has truncation errors and requires a fixed time step length for the previous three simulation time
steps. Therefore, different time step lengths for the previous three simulation time steps may make
the temperature coefficients invalid.

The AnalyticalSolution algorithm provides a possible way to obtain solutions without truncation
errors and independent of time step length. In addition, the algorithm only requires the zone air
temperature for one previous time step, instead of three previous time steps as required by the
3rdOrderBackwardDifference algorithm. The integrated (analytical) solution for Equation 2.10
may be expressed as follows:

Ng . Nsu'rfaces Nzones
‘ 5t . 1Qi+ 121 hiAiTsi+ Zl miCpTzi+minprToo+msystTsup
— — _i= i= =
Tz - Tz N

surfaces Nzones
Z hiAi+ Z miCp+minfcp+msyst
i=1 i=1

Nsurfaces Nzones
2 h; A+ Z: 11 Cp4+MinfCp+1MsysCp
U 21 5t (2.11)
z
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N

surfaces zones
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=1 =1
Since the load on the zone drives the entire process, that load is used as a starting point to
give a demand to the air system. Then a simulation of the air system provides the actual supply
capability and the zone temperature is adjusted if necessary. This process in EnergyPlus is referred
to as a Predictor/Corrector process. It is summarized below.

Code Reference: the ZoneTempPredictorCorrector module performs the calculations.

2.1.1 Zone Sensible Heat Capacity Multiplier

If the Zone Sensible Heat Capacity Multiplier = 1.0, this represents just the sensible heat capacitance
of the air volume in the specified zone. If the value is not defined, it is set to 1.0. This multiplier
can be greater than 1.0 if the zone air sensible heat capacity needs to be increased for stability
of the simulation. This multiplier increases the capacitance of the air volume by increasing the
zone volume that is used in the zone predictor-corrector algorithm in the simulation. This can be
done for numerical reasons, such as to increase the stability by decreasing the zone air temperature
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deviations at the time step level. Or it can be increased to try and account for the additional
capacitance in the air loop not specified in the zone, i.e. dampers, diffusers, duct work, etc., to
see the effect on the dynamics of the simulation. See the Input/Output Reference for additional
information (Object: ZoneCapacitanceMultiplier:ResearchSpecial).

In the source code below we see how the ZoneVolCapMultpSens increases the zone volume used
for the air ratio at the time step in the air system. This multiplier is constant throughout the
simulation.

AIRRAT (ZoneNum) = Zone(ZoneNum)%Volume\***ZoneVolCapMultpSens**\* &
PsyRhoAirFnPbTdbW (OutBaroPress ,MAT (ZoneNum) ,ZoneAirHumRat (ZoneNum) ) \* &
PsyCpAirFnW(ZoneAirHumRat (ZoneNum))/(TimeStepSys\*SecInHour)

2.2 Summary of Predictor-Corrector Procedure

The predictor-corrector scheme can be summarized as follows:

o Using Equation 2.2, an estimate is made of the air system energy required to balance the
equation with the zone air temperature equal to the setpoint temperature.

o With that quantity as a demand, the air system is simulated to determine its actual supply
capability at the time of the simulation. This will include a plant simulation if necessary.

e The actual air system capability is used in Equation 2.10 to calculate the resulting zone
temperature.

2.3 Air System Control

Previously, the formulation of a new heat balance equation with an unsteady zone capacitance
term was discussed Equation 2.3. In this equation the updated zone temperature was calculated
by removing its explicit dependence from the right hand side and lagging, by one time step, the
unknown terms on that side. However, the right hand side still contains implicit dependencies on
the zone temperature through the air system control logic; the need for heating or cooling in the
zones, is based on zone temperature. In real buildings the control system consists of one or more
sensing units in the zone, such as a wall thermostat that samples the air temperature and sends
signals to a control unit. The controller looks at the difference between the actual zone temperature
and the desired temperature to ascertain if heating or cooling is required and then sends appropriate
signals to the air system components to drive the zone temperature closer to the desired value.
Although many control systems use only the zone air temperature to control the air system, most
modern energy management systems consider many other variables, such as outside environment
conditions. Simulating such controllers would seem to be relatively straightforward in a simulation
especially since some of the more complex control problems, such as managing duct pressures and
flow rates, are not always modeled. However, real controllers have an advantage because they can
sample zone conditions, and thus update air system response, on a time scale much shorter than
any characteristic time of the air system or zone. Thus the feedback between zone and air system
usually results in steady or, at worst, slowly oscillating zone conditions and air system operation
unless the air system is grossly oversized. On the other hand, the numerical model is only able to
sample zone conditions at discrete time intervals. In the interest of minimizing computation time,
these intervals need to be as long as possible. Frequently, they are of the order of, or longer than,
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the characteristic times of the air system and zones, except in the case of small air system capacity
in relation to zone capacitance. This situation has the potential for unstable feedback between the
zone and air system, resulting in an oscillatory or diverging solution.

Prior to implementing the new heat balance method (3rdOrderBackwardDifference) in IBLAST,
several air system control strategies were considered. The primary objective was selection of a
control method that would be numerically stable over a reasonable range of conditions, realistic
from the standpoint of looking and operating like an actual air system controller, and flexible
enough to be applied to all current and projected systems. The method actually implemented in
IBLAST, and later EnergyPlus, took advantage of the computational model’s “knowledge” of how
much energy enters or leaves the zone as a function of zone air temperature i.e., the zone load. The
real controller, on the other hand, does not have this information. The net zone load is given by
Equation 2.12:

NSl NSuT‘faCeS NZOneS
Qload = Z Qz + Z thz (Tsz - Tz) + Z mch (Tzz - Tz) + minfop (TOO - TZ) (212)
i=1 i=1 i=1

This is Equation 2.2 without the term due to the air system. In addition, Tz is now the desired
zone temperature as defined by the control system setpoints that must be specified for each zone.
An assumption was made that if the air system has sufficient capacity (based on the desired zone
air temperature) to meet the zone conditioning requirements (i.e. Qsys = Qload) at the desired
zone air temperature then those requirements will be met. On the other hand, if the air system
cannot provide enough conditioning to the zone to maintain the desired temperature, then the air
system provides its maximum output to the zone and the zone air temperature is allowed to “float.”
Equation 2.12 was used to calculate the air system output required to maintain the desired zone
air temperature; the actual zone temperature update was accomplished using Equation 2.7. This
method was called predictive system energy balance. It has many characteristics of a predictor-
corrector method since the air system response is first approximated based on a predicted zone
temperature and then the actual change in zone temperature is determined from that air system
response. The predictive air system energy balance method required that the system controls on air
mass flow rate, supply air temperature, etc., be formulated as a function of the zone air temperature.
However, this was not a serious drawback. The first example considered was a single zone draw
through air system. Typically, such systems have a cooling coil and heating coil in series, and
constant air volume flow rate. Single zone draw through systems run at maximum capacity when
turned on; so the only way to regulate net air system output and keep the zone air temperature
within the desired range is to turn the air system on and off. A simplified schematic of this system
type is shown in Figure 2.3. Simplified Single Zone Draw Through Air System.

The amount of heating or cooling provided by the air system in relation to the desired zone air
temperature is given by:

sts = msyscpn (Tsup - Tz,desired) (213)

where 7 is the fraction of the time step that the air system is turned on and varies between 0
and 1. The supply air temperature is also implicitly limited by the effectiveness of the coils and the
operating parameters of the central plant components. These interactions are discussed later.

A far more complex, though again simplified, air system is the variable air volume (VAV) system,
shown in Figure 2.4. Simplified Variable Volume Air System. In VAV systems, the supply air
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Figure 2.3: Simplified Single Zone Draw Through Air System

temperature, as well as the supply air volume, are continuous functions of zone air temperature. As
shown in Figure 2.5. Idealized Variable Volume System Operation., when the zone air temperature
is between T, and T,,, cooling is required and the air system varies the supply air flow rate while
maintaining a constant supply air temperature. When the zone air temperature is between T}; and
Th., heating is required and air is supplied at a constant minimum flow rate while the supply air
temperature is varied.
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Figure 2.4: Simplified Variable Volume Air System.

The next figure (Idealized variable volume system operation) shows idealized behavior of a VAV
system; in practice, the air flow rate and temperature are not exact linear functions of zone air
temperature.

As long as a VAV system has sufficient capacity, the zone air temperatures can be expected
to vary within the limits defining the range of operation of the air damper, when cooling, or the
throttling range of the reheat coil, when the air system is heating. This means that the desired
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Figure 2.5: Idealized Variable Volume System Operation.

zone air temperature, used to predict the air system response, is variable and must be calculated
in order to determine the air system output. For the purposes of this calculation, the following
definitions were found useful:

Nsl Nsu'rfa,ce.s Nones
=1 =1 =1
Nsurfaces Nones
Qslope = Z h’LAl + Z szp + minfcp (215)
=1 =1

Equations 2.14 and 2.15 are derived, respectively, from the numerator and denominator of
Equation 2.10 but with the system related terms omitted. Also excluded from these expressions are
the effects of zone capacitance.

When a zone requires cooling, the VAV system is designed to provide air to that zone at a
constant supply air temperature. The amount of cooling is matched to the load by dampers in the
supply air duct that vary the air volume flow rate of being supplied to the zone. Assuming that
the volume flow rate varies linearly with zone air temperature, the volume flow rate of supply air
normalized to the maximum flow rate, or supply air fraction, is given by:

Tz - Tc, lower

jjc7 upper T‘c7 lower

Ne = nc,min + (1 - nc,min) < ) ; nc,min S Te S 1.0 (216)

Normally, the minimum supply air fraction 7., must be greater than zero to ensure a supply
of fresh air sufficient to eliminate contaminants from the zone.

Conversely, when heating is required in a zone, the VAV system becomes a constant volume
flow rate system with a variable supply air temperature. The dampers are set to provide air to
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the zone at the minimum supply air fraction. Throttling the hot water supply to the reheat coil,
which effectively alters the coil’s heating capacity, modulates the supply air temperature. Again,
assuming the heat energy output varies linearly with zone air temperature and normalizing with
respect to the maximum coil output gives the following result:

M = < Lh pper = 1 ) 0 < <10 (2.17)
,I’h7 upper T‘h7 lower

Observe that when 7, is equal to zero, the zone is supplied with air at the cooling coil outlet

temperature at the minimum air fraction. Because the control strategies of the VAV system are

different whether the air system is heating or cooling, two equations are necessary to describe the

air system output in terms of 7, and 7.. These expressions are as shown in Equations 2.18 and 2.19:

sts,h = nth/c, max T C’pp"/min (Tc/c - Tz,pred,heat) (218>

st&C = Cpp (ncvmax> (Tc/c - Tz,pred,cool) (219)

Equation 2.18 is valid for zone air temperatures below T ypper, While Equation 2.19 is valid
for all temperatures above this value. Equating the system output to the zone load, as given by
Equation 2.12, the definitions of 7. and 7;, were then used to develop expressions for the predicted
zone air temperature in the cases of heating and cooling:

CppvminTc/c

Qh/c,maxTh,upper

Tz,pred,heat = + QO + - K K (220)
Th,upper - Th,lower % + OpPVmin + Qslope
B, ++/B?+ B
Tz,Pred,cool = Lt 9 ! ke (221)
where,
c,min ~ O
B, = Tc/c + Tc,lower - % (222)
1
C3 Tle,min
By—d (241, (temin _p 2.93
’ (Cl+ /(Cl ! )) (223)
and,
]- - T]c min
C) = : 2.24
! Tc,uppe’r - Tc,lower ( )
Cy = store_ (2.25)
Cppvmax
Csy = _Go (2.26)
Cppvmax

Once the predicted zone air temperature has been calculated from Equations 2.20 and 2.21,
the air system response may be determined. When a zone requires cooling, the system supply air
temperature is constant at the cooling coil outlet temperature and the volume flow rate is given by:
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‘./S’Ltpply = ncvmax (227)

where the supply air fraction 7. is computed from Equation 2.16. When heating is required by
the zone, the air system provides air at the minimum volume flow rate and at a temperature given

by:

Tsupply = Tc/c + C pV .
pPVmin

(2.28)

The reheat coil capacity fraction 7, is determined by using Equation 2.17. Once Equation 2.27
or 2.28 has been used, the supply air flow rate and temperature are known. These values are then
used in Equation 2.7 to calculate the updated zone air temperature. The equations describing VAV
system operation may be solved without iteration if the cooling coil outlet temperature is constant,
i.e. if the coil has infinite capacity, and if the reheat coil capacity varies linearly with zone air
temperature. This is not the case, either in practice or in simulations, when realistic coil models
are used. Therefore, an iteration scheme was developed that solved these equations simultaneously
with the coil performance models.

2.4 Moisture Predictor-Corrector

The transient air mass balance equation for the change in the zone humidity ratio = sum of internal
scheduled latent loads + infiltration + system + multizone airflows 4 convection to the zone surfaces
may be expressed as follows:

Nsurfaces Nzones

Nsl
pair‘/;;OW d‘;t/z = ; kgmasssc;wd load + ; Aihmipairz (Wsurfsi - W;) + ; mz (sz - W;)
+1in (Woo - W;f) + msys (Wsup - Wzt)

(2.29)
where

Cw = humidity capacity multiplier (See the InputOutput Reference for additional information
on the object ZoneCapacitanceMultiplier:ResearchSpecial)

In the same manner as described above for zone air temperature (ref. Basis for the Zone and Air
System Integration), the solution algorithms provided in the ZoneAirHeatBalanceAlgorithm object
are also applied to zone air moisture calculations.

In order to calculate the derivative term with respect to time, the first order backward finite
difference method, defined as the EulerMethod in the ZoneAirHeatBalanceAlgorithm object, may
be used:

aw _
— = (01) LWL =W + O(6t) (2.30)
The zone air humidity ratio update at the current time step using the EulerMethod may be

expressed as follows:
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Nsurfa(‘ee
pairVCW(ét)il (W; - Wztiét> Z kgmasssched load + Z Ai hmzpazrz (Wsurfsz- - Wzt)
NZO’VLES <2‘31)
-+ Z mi (sz - Wzt) + minf (Woo - W;) + msys (Wsup - W;)
i=1

To preserve the stability of the calculation of the zone humidity ratio, the third order differential
approximation, derived by a Taylor Series and used in the calculation of the next time step’s zone
air temperature, is also applied to the zone air humidity ratio calculations. This algorithm is the
default choice and is defined as 3rdOrderBackwardDifference in the ZoneAirHeatBalanceAlgorithm
object.

The third order derivative derived from a Taylor Series expansion is defined as:

dWZ th _ 3wt76t + QWtf%t _ th*35t
~ Sl : 22 i )+0(5t3). (2.32)
dt |, ot

The coefficients of the approximated derivative are very close to the coefficients of the analogous
Adams-Bashforth algorithm. Then the approximated derivative is substituted into the mass balance
and the terms with the humidity ratio at past time steps are all put on the right hand side of the
equation. This third order derivative zone humidity ratio update increases the number of previous
time steps that are used in calculating the new zone humidity ratio, and decreases the dependence
on the most recent. The higher order derivative approximations have the potential to allow the use
of larger time steps by smoothing transitions through sudden changes in zone operating conditions.

N&ur faces N:ones
irV2C 11 t
pasrVeCw (1) i Z Aihmipair. WE+ Y0 1t WE 4 tiingWE + ring,s W = Zkgmassschedload
i=1

N.surfaces N:ones

+ Z A; hmzpazrz Wsurfsi + Z szzz + mianoo + msysWsup

/L.Z:ELCW (_3Wzt St 4 %Wg—Qétl:léwg—36t)
(2.33)

This gives us the basic air mass balance equation that will be solved two different ways, one
way for the predict step and one way for the correct step.

Since the third choice of solution algorithms uses an integration approach, defined as Analyt-
icalSolution in the ZoneAirHeatBalanceAlgorithm object, it does not require any approximations
and has no truncation errors. The solutions in both prediction and correction are provided below
in detail.

2.4.1 Moisture Prediction

For the moisture prediction case, the equation is solved for the anticipated system response as shown
below.

PredictedSystemLoad = mgys * (WE — Wyyp)

MaSSFlOW * HumRat — kgair kgwater — kgwater
sec  kgair sec

(2.34)

Since the program provides three solution algorithms, the moisture prediction from each solution
algorithm is given below.
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2.4.1.1 FEulerMethod

For this solution algorithm, the air mass balance for the predicted air system load or response is:

PredictedSystemLoad[kgw qter/secl=pairV>Cw (6¢) ™ 1( setpoint Wt76t>
Ny Nsurfaces — , { Niones

- Zlkgmassschedload+ Z Ahm’bpa’b’fz<w5u”‘f5i W:etpomt>+ Z mZ(WZ’L Wstetpomt>+mmf<W°° Wsetpomt>:| (2'35)
i=

2.4.1.2 ThirdOrderBackwardDifference

For this solution algorithm, the air mass balance for the predicted system load or response is given
below:

surfaces  Niones

PredictedSystemLoad[kgw ater/sec]= <p“”(§/tzcw(%1)+ Z Aj; hmzpazrz+ Z z+minf> Wi—

Ny Nsurfaces Neomes ] (2.36)

ZkgmaSSschedluad+ Z Ahmzpazrzwsurfs+ Z sz1+m,anoo+M<3Wt ot JWt 25t+1wt 36’5)
i=1 i= =1

Then, using the following substitutions, the air mass balance equation becomes:

surfaces Nzones
Z A, h'mzpazrz + Z mz + mlnf (237)
N Nsurfaces Nzones
B = Z kgmasssched load + Z A; hmzpazrz Wsurfsl + Z szzz + mll’lfW (238)
=1 =1 =1
pair‘/zCW
C=——F"— 2.39
5t (2.39)
PredictedSystemLoad [kgwater/ sec] = [ % C' + A] % Wserpoint— (2.40)

[B+ C s (3WI0 — S0 4 JWi=301) ]

2.4.1.3 AnalyticalSolution

For this solution algorithm, the air mass balance for the predicted air system load or response is
given below:
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Nsu'rfaces N:ones
PredictedSystemLoad [kgw arer/ sec] = S Aihpipair. + O, MW 4 | *
i=1 i=1
B Nsu'rfaces Nzones
. st Aihmipair,+ ., miWa +iiing
— i=1 i=1
Wsetpomt - Wz *exXp | — PairVzCw ot *
3 _ 2.41
Nsurfaces Nzones ! ( )
Z Aihmipai’r‘z + Z m’L +minf
i=1 i=1
1 eXp paierCW 5t
N surfaces Nzones
Z kgmasssched load + Z A; hmzpazrz Wsurfsi + Z szzz + mianoo

=1 =1 =1

At the prediction point in the simulation, the system air mass flows are not known; therefore,
the system response is approximated. The predicted air system moisture load is then used in the
system simulation to achieve the best results possible. The system simulation components that have
moisture control will try to meet this predicted moisture load. For example, humidifiers will look
for positive moisture loads and add moisture at the specified rate to achieve the relative humidity
setpoint. Likewise, dehumidification processes will try to remove moisture at the specified negative
predicted moisture load to meet the relative humidity setpoint.

After the system simulation is completed the actual response from the air system is used in the
moisture correction of step, which is shown next.

2.4.2 Moisture Correction

For the correct step, the expanded air mass balance equation is solved for the final zone humidity
ratio at the current time step. When the air system is operating, the mass flow for the system outlet
includes the infiltration mass flow rate, therefore the infiltration mass flow rate is not included as
a separate term in the air mass balance equation. But when the air system is off, the infiltration
mass flow in is then exhausted out of the zone directly.

In the same manner as described above for predicting the moisture load to be met by the air
system, the zone air moisture correction calculation will be described individually for the three
solution algorithms.

2.4.2.1 FEulerMethod

N Nsu'rfacee N:ones

Wt 5t
Zkgmassgchedload+ Z A; hmzpazrsturfsl—'— Z m; sz+m1anoo+msysW5up+pazrv CW
Wi=i=L = =
2 V c Nsurfaces N:ones
Pazr z W+ Z A hmzpaZTz+ Z m +m1nf+m8y5
i=1 =1

(2.42)
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2.4.2.2 ThirdOrderBackwardDifference

Ns surfaces Nzones

Zkgmaes chedload T Z Ahmzpawzwsurfs"!‘ z:l szzz"mefWoo“Fm@y9Wsup+m(3wt st SV[/'il 2‘”4‘ Wt 3&)
Wt i= i=1 i

o VoCop 11y | surfaces  Neopes ) .
%(?)4» Z A; hmzpazrz+ Z M +Mins+Msys
i =1

(2.43)

Using the same A, B, and C parameters from the prediction step modified with actual zone
mass flows with the air system ON and OFF result in:

If (ZoneSupplyAirMassFlowRate > 0.0) Then

Nsurfaces N:ones
Z Aihmipairz + Z mz + 7;ninf + msys (244)
i=1 i=1
N NS’U/I‘fﬂ.CES NZO7L€.S
B = Z kgmasssched load + Z A, hmzpazrz VVsurfsZ + Z szzz + mme + msysWsup (245)
=1 =1 i=1
pair‘/tzOW
=" =2=7 2.46
5 (2.46)
Else If (ZoneSupplyAirMassFlowRate < = 0.0) Then
su'rfaces N:ones
Z A, hmzpazrz Z mz + minf + mEmhaust (247)
=1
Ng; Nsu'rfacﬁs Nzones

B = Z kgmasssehcd load + Z Aihmipairz Wsurfs,- + Z szzz + mianoo + mE:vhaustWoo (248)
=1 =1 i=1

Pair V;; C(I/V

C="%

(2.49)

End If

Inserting in the parameters A, B and C above in the air mass balance equation, it simplifies to:

Wt _ B+ C % (3W§76t . %Wztf%t + %Wztf?)ét)

: (M)=C+4 (250)
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2.4.2.3 AnalyticalSolution

N

Ng surfaces Nzones
kgmasssched toad Tt Aihmipair, Wsurj'si+ Z i Wi +1intWoo +1sys Wsup
Wt = ”ft—ét i=1 i=1 i=1
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i=1 i=1

Nsurfaces Nzones
Aihmipair‘z"l‘ Z s +minf+m5y5
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X J—
€ p pairszW 6t +
Ny Nsurfaces Nzones . .
Z kgmasssched loadJr Z A'Lhmipairz Wsurfsi+ Z mini +mianOO+mSySWSup
=1 1=1 i=1
Nsurfaces Nzones

2 Aihmipair, + '21 My +Minf+Msys
(2.51)

The above solutions are implemented in the Correct Zone Air Humidity Ratio step in Ener-
gyPlus. This moisture update equation is used for the Conduction Transfer Function (CTF) heat
balance algorithm, in addition to the effective moisture penetration depth (EMPD) with conduction
transfer function heat balance algorithm. The equations are identical except that the convection
to the zone surfaces is non-zero for the moisture penetration depth case. This moisture update
allows both methods to be updated in the same way, with the only difference being the additional
moisture capacitance of the zone surfaces for the Effective Moisture Penetration Depth (EMPD)
solution approach.

When the HAMT (Combined Heat And Moisture Finite Element) defined in the HeatBalanceAl-
gorithm object is applied, the moisture update equations are also the same as the equations used
in the effective moisture penetration depth (EMPD) with conduction transfer function solution
algorithm.

2.4.3 Which moisture buffering model is best?

The ’correct” moisture buffering model depends on the questions being answered by the building
energy simulation. Previous research (Woods et al., 2013a) has shown that using the effective
capacitance model to account for moisture buffering of materials will provide a good estimate of
energy use when humidity is not being actively controlled. See the InputOutput Reference for
additional information on the object ZoneCapacitanceMultiplier:ResearchSpecial. This model has
some limitations (Woods et al., 2013b):

o it will not accurately predict indoor humidity (or thermal comfort),
o it will not accurately predict energy use when humidity is being actively controlled, and

« it will not provide insight into the moisture content and potential moisture problems associated
with a specific wall construction.

The effective moisture penetration depth (EMPD) model will address the first two concerns
above: it can accurately predict indoor humidity, and can accurately predict energy use associated
with controlling humidity. The EMPD model requires more user input than the effective capacitance
model, specifically some of the moisture properties of the materials in the building. For more
information, see the Effective Moisture Penetration Depth Model section in this document.
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Like the EMPD model, the combined heat, air, and moisture transfer (HAMT) model addresses
the first two issues discussed above for the effective capacitance model. It also addresses the third,
by providing temperature and moisture profiles through composite building walls, and helping to
identify surfaces with high surface humidity. The HAMT model requires a few more user inputs on
moisture properties of materials than the EMPD model, and this model also increases the required
simulation time by an order of magnitude. For more information on this model, see the Combined
Heat and Moisture Transfer (HAMT) Model section in this document.

Note that the EMPD and HAMT models above ensure accurate calculations of the effect of
moisture buffering, but it will only be accurate relative to reality when given appropriate inputs for
the material properties.

Woods, J., J. Winkler, D. Christensen, Moisture modeling: Effective moisture penetration depth
versus effective capacitance, in Thermal Performance of the Exterior Envelopes of Whole Buildings
XII International Conference. 2013a: Clearwater, FL.

Woods, J., Winkler, J, and Christensen, D. Evaluation of the Effective Moisture Penetration
Depth Model for Estimating Moisture Buffering in Buildings, NREL/TP-5500-57441, 2013b.

2.5 Carbon Dioxide Predictor-Corrector

The transient air mass balance equation for the change in zone air carbon dioxide concentration
may be expressed as follows:

Ny Nzones
pazr‘/vz0002dd_ct§ = Z kgmasssched load * 106 + ml (CZZ - C’;) + mlnf (COO - C’;)
(2.52)
+m8ys (Csup - C,D
where:
Ny
> KGmass,oneg 10ag = sum of scheduled internal carbon dioxide loads. The zone air density is used
i=1

to convert the volumetric rate of carbon dioxide generation from user input into mass generation
rate [kg/s].The coefficient of 10° is used to make the units of carbon dioxide as ppm.

S Neones 4ig; (Ci — C*) = carbon dioxide transfer due to interzone air mixing [ppm-kg/s|

C.; = carbon dioxide concentration in the zone air being transferred into this zone [ppm]

it (Coo — C) = carbon dioxide transfer due to infiltration and ventilation of outdoor air [ppm-
kg/s]

C = carbon dioxide concentration in outdoor air [ppm]

Msys (Csup — CL) = carbon dioxide transfer due to system supply [ppm-kg/s]

Csup = carbon dioxide concentration in the system supply airstream [ppm]

Tsys = air system supply mass flow rate [kg/s]

pair‘/;% = carbon dioxide storage term in zone air [kg/s]

C! = zone air carbon dioxide concentration at the current time step [ppm]

Pair = zome air density [kg/m?]

V, = zone volume [m?]

Cco2 = carbon dioxide capacity multiplier [dimensionless| (See the InputOutput Reference for
additional information on the object ZoneCapacitanceMultiplier:ResearchSpecial)


http://www.techstreet.com/products/1868073
http://www.techstreet.com/products/1868073
http://www.nrel.gov/docs/fy13osti/57441.pdf
http://www.nrel.gov/docs/fy13osti/57441.pdf
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In the same manner as described above for zone air temperature (ref. Basis for the Zone and Air
System Integration), the solution algorithms provided in the ZoneAirHeatBalanceAlgorithm object
are also applied to the zone air carbon dioxide calculations.

In order to calculate the derivative term with respect to time, the first order backward finite
difference method, defined as the EulerMethod in the ZoneAirHeatBalanceAlgorithm object, may
be used:

dC!
dt

The zone air carbon dioxide concentration update at the current time step using the Euler-
Method may be expressed as follows:

= (0t) "1 (CL — Ct%) 4+ O(6t) (2.53)

NZO’ILSS

Nsl
palTVZC’COz((St)_l (CE - Ci_ét) = Z kgmasssched load * 106 + Z ml (CZl - C'i)
=1 =1
+1Ming (Coo — Cﬁ) + Migys (Csup - Ci)

(2.54)

To preserve the stability of the calculation of the zone carbon dioxide concentration, the third
order differential approximation, derived by a Taylor Series and used in the calculation of the next
time step’s zone air temperature, is also applied to the zone air carbon dioxide calculations. This
algorithm is the default choice and is defined as ThirdOrderBackwardDifference in the ZoneAirHeat-
BalanceAlgorithm object.

The third order derivative derived from a Taylor Series expansion is defined as:

C«t—36t

t Hct _ 301&—61& §Ot—25t 1
S O i Tt 15 St i B0 (2.55)

dt ot

The coefficients of the approximated derivative are very close to the coefficients of the analogous
Adams-Bashforth algorithm. Then the approximated derivative is substituted into the mass balance
and the terms with the carbon dioxide concentration at past time steps are all put on the right-hand
side of the equation. This third order derivative zone carbon dioxide update increases the number
of previous time steps that are used in calculating the new zone carbon dioxide concentration, and
decreases the dependence on the most recent. The higher order derivative approximations have the
potential to allow the use of larger time steps by smoothing transitions through sudden changes in
zone operating conditions.

Nzones s
=1 1=

Ng;
pa”‘/g# (%) Cz + Z mlci + minfcﬁ + mSySC,i = Z kgmasssch,ed load * 106
Neones - ! (2.56)

: : : air Va2C t—ot 3 1t—26t 1 vt—36t
+ Z mzCZ, -+ minfCoo + msysCsup — Pair¥zCO2 5 Loz (-302 + §Cz — ECZ )
i=1

This gives us the basic air mass balance equation that will be solved two different ways, one
way for the predict step and one way for the correct step.

Since the third choice of solution algorithms uses an integration approach, defined as Analyt-
icalSolution in the ZoneAirHeatBalanceAlgorithm object, it does not require any approximations
and has no truncation errors. The solutions in both prediction and correction are provided below
in detail.
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2.5.1 Carbon Dioxide Prediction

For the carbon dioxide concentration prediction case, the equation is solved for the anticipated
system response as shown below.

PredictedSystemLoad = riy, (Csup — C’ﬁ) (2.57)

Since the program provides three solution algorithms, the carbon dioxide prediction from each
solution algorithm is given below.

2.5.1.1 FEulerMethod

For this solution algorithm, the air mass balance for the predicted air system load or response is:

PredictedSystemLoad [kg/ sec] = pairVzCoo2(0t) ™ (C’getpomt cLon)
N NZOTLES
Z kgmasssched load * 106 + Z m'L ( zi C;/etpoint) + minf (COO - Cstetpoint) <258)

=1

2.5.1.2 ThirdOrderBackwardDifference

For this solution algorithm, the air mass balance for the predicted system load or response is given
below:

Nzones

PredictedSystemLoad [kg/ sec] = M () + Z 1 + Ming | * Cletpoint

N zones

Zkgmas%mdlom * 106+ Z mzsz —I—mme + pszCcoz (3C’t ot 30272615_{_ %0’273&)

i=1 i=1
(2.59)

2.5.1.3 AnalyticalSolution

For this solution algorithm, the air mass balance for the predicted air system load or response is
given below:

Nzones

Nzones Z T +1inf
PredictedSystemLoad[kg/sec]:{ 21 mi+minf]* Ol tpoimt—CLxexp e i Coor *

1=
Nzones _1
2 i+t 6 Nzones

1—6Xp _mét (Zlkgmassschedload*lo + Z m; zz+m1nfcoo)
1=
(2.60)

At the prediction point in the simulation, the system air mass flows are not known; therefore,
the system response is approximated. The predicted air system carbon dioxide load is then used in
the system simulation to achieve the best results possible. If a central HVAC system provides the
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outdoor flow rate from a Controller:MechanicalVentilation object, the outdoor airflow rate may be
approximated as:

PredictedSystemLoad = rivgys (C’sup - C’t) R MOA,z (Coo !

z setpoint )

(2.61)

where:

moa,. = supply outdoor airflow rate into the controlled zone [kg/s]

The above approximation is based on the assumption that the carbon dioxide concentration at
the outdoor air (OA) mixer inlet is equal to the zone air outlet concentration level, and the carbon
dioxide level at the zone supply air inlet is equal to the level at the outlet node of the OA mixer.

After the system simulation is completed the actual response from the air system is used in the
carbon dioxide correction step, which is shown next.

2.5.2 Carbon Dioxide Correction

For the correct step, the expanded air mass balance equation is solved for the final zone carbon
dioxide concentration at the current time step. In the same manner as described above for pre-
dicting the carbon dioxide load to be met by the air system, the zone air carbon dioxide correction
calculation will be described individually for the three solution algorithms.

2.5.2.1 FEulerMethod

N Nzones
6 ct- 5t
Z kgmassgphpd toad ¥ 10 + Z mzczz + mlnfo + msyscsup + pazrVZOCOZ 5t
1 i=1
Ct == 2.62
z p . V C Nzones . . . ( )
B TR 5Zt o2 + 231 m; + Minf + msys
1=

2.5.2.2 ThirdOrderBackwardDifference

NZOTLES
6 airVzCl t—t__ 3 1t—26t_y 1 t—35t
Zkgmassschedload*lo + Z mCZ’L_‘_mleCOO_‘_mSySOSUp_FM(BC Cz +§Cz )
C(t_Z:]. =1
=

NZOTL@S

LairVZCCO2 (L) 4 3 ity riting 1Ty
i=1

(2.63)
2.5.2.3 AnalyticalSolution
Nzones Nzones
Ct Ct 5t Zl kgmassSChed load %106 + Z 1m; Cyi +m1nfcoo+msyscsys Zl my; +minf+msys 5
= . = xexp | ——— t
z z N YV, C
zones . +mmf+msys PairVZzLCO2
i=1
Nzones
Zgl k'gmasssched load*lO + 12:31 m;C; +mmfcoo+msyscsys
+ Nzones . .
m; +minf+msys
=1
(2.64)

The above solutions are implemented in the Correct Zone Air Carbon Dioxide step in the Zone
Contaminant Predictor Corrector module of EnergyPlus.
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2.6 Generic Contaminant Predictor-Corrector

The transient air mass balance equation for the change in zone air generic contaminant concentration
may be expressed as follows:

dct Nsource Nsink Nzones .
pazrv Mfor dt - ; paerfz*]-O —Pair Z Rf, C’f, + Z mz (Cf,z,z 072) (2 65)

+iiint (Croo = CF.) + Mhays (Cranp — c; o)+ Z hij ( — Cp2) + 8p(CF)

where:

source
pairG ¢ = Sum of internal generic contaminant loads from sources in a zone or interior
i=1
surfaces.
The zone air density is used to convert the volumetric rate of generic contaminant generation
from user input into mass generation rate [kg/s]. The coefficient of 10° is used to make the units of

generic contaminant as ppm.
Nsink

Dair Z R;;Cy, = Sum of removal rate from sinks in a zone or interior surfaces [ppm-kg/s]

ZN“”’” m; (C 20— Ch Z) = Generic contaminant transfer due to interzone air mixing [ppm-kg/s]

C't,.; = Generic contaminant concentration in the zone air being transferred into this zone [ppm)|

Mint (C’ f 00 Cﬁ ) Generic contaminant transfer due to infiltration and ventilation of outdoor
air [ppm-kg/s]

Cf.0 = Generic contaminant concentration in outdoor air [ppm)]

Tsys (Creup — C%.) = Generic contaminant transfer due to system supply [ppm-kg/s]

C'sup = Generic contaminant concentration in the system supply airstream [ppm]|

TMsys = Air system supply mass flow rate [kg/s]
act
PairVa—3= = Generic contaminant storage term in zone air [ppm-kg/s]

C’?Z = Zone air generic contaminant concentration at the current time step [ppm]

Pair = Zone air density [kg/m?]

V, = Zone volume [m?]

> hijj(%j — C},,) = Generic contaminant transport through diffusion between interior sur-

facesj and zone air

S f(C}jt) = Generic contaminant generation or removal rate as a function of zone air generic
contaminant level at the previous time step

Mfor = Generic contaminant capacity multiplier [dimensionless| (See the InputOutput Reference
for additional information on the object ZoneCapacitanceMultiplier:ResearchSpecial)

In the same manner as described above for zone air temperature (ref. Basis for the Zone and Air
System Integration), the solution algorithms provided in the ZoneAirHeatBalanceAlgorithm object
are also applied to the zone air carbon dioxide calculations.

In order to calculate the derivative term with respect to time, the first order backward finite
difference method, defined as the EulerMethod in the ZoneAirHeatBalanceAlgorithm object, may
be used:

acy
dt

= (5t)7H(Ch, — O + O(6t) (2.66)
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The zone air generic contaminant concentration update at the current time step using the
EulerMethod may be expressed as follows:

Nsource Nsink Nzones

pair‘/ZMfOT(é‘t)il(Ct,z_c},_z&): ; pairGf,i*l'OG_pair Z Rf,icf,z_l' ; mi(cf,z7i_0t7z)

| . = "3 (2.67)
F11tin(Co0=C ) Fritays(Cramp—Ch L) + S hip Ay (2 =Cr2)+S;
J

To preserve the stability of the calculation of the zone generic contaminant concentration, the
third order differential approximation, derived by a Taylor Series and used in the calculation of
the next time step’s zone air temperature, is also applied to the zone air carbon dioxide calcula-
tions. This algorithm is the default choice and is defined as ThirdOrderBackwardDifference in the
ZoneAirHeatBalanceAlgorithm object.

The third order derivative resulting from a Taylor Series expansion is defined as:

dCt Lot g0t 4 3rt=26t _ 1 =35t
T R (L) (2.68)

The coefficients of the approximated derivative are very close to the coefficients of the analogous
Adams-Bashforth algorithm. Then the approximated derivative is substituted into the mass balance,
and the terms with the carbon dioxide concentration at past time steps are all put on the right-hand
side of the equation. This third order derivative zone carbon dioxide update increases the number
of previous time steps that are used in calculating the new zone generic contaminant concentration
and decreases the dependence on the most recent. The higher order derivative approximations have
the potential to allow the use of larger time steps by smoothing transitions through sudden changes
in zone operating conditions.

PairVz Mfo'r 11 t Neink t Neones s t s t o t t
ot (F) Ciotpair 20 BpiC 4+ 20 miC = T neCy 4 1y C L+ > hipA;C5
i i=1 J

NSO'U,T'CC NZOTL@S
) ) . Csj
= > pairGyix* 1.06 + > m;C i + MintCloo + MsysCrsup + 2 MipA; _k;] + Sy
i=1 i=1 J

_pairv(;thfor (_30;;& + %C;;%t _ %C;;Sét)

(2.69)

This gives us the basic air mass balance equation that will be solved in two different ways, one
way for the predict step and one way for the correct step.

Since the third choice of solution algorithms uses an integration approach, defined as Analyt-

icalSolution in the ZoneAirHeatBalanceAlgorithm object, it does not require any approximations

and has no truncation errors. The solutions in both prediction and correction are provided below

in detail.

2.6.1 Generic Contaminant Prediction

For the generic contaminant concentration prediction case, the equation is solved for the anticipated
system response as shown below.

PredictedSystemLoad = 7iy, (C'ﬁsup — C;Z) (2.70)
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Since the program provides three solution algorithms, the generic contaminant prediction from
each solution algorithm is given below.

2.6.1.1 FEulerMethod

For this solution algorithm, the air mass balance for the predicted air system load or response is:

PredictedSystemLoad [kg/ sec] = pgir V. M fmn(ét)_1 (Osetpoint — C’t;‘%)

Nsource Nsink Nzones
- Z pairGf,i * 1-06—P¢m Z Rf,iosetpoint + Z mz (Cf,z,i - Csetpoint) + Sf
=1 i =1

(2.71)
minf (Cf,oo — Csetpoint) + Z h]ij(Cij’J — Csctpoint)
J

2.6.1.2 ThirdOrderBackwardDifference

For this solution algorithm, the air mass balance for the predicted system load or response is given
below:

: PairVeMgor 11 Neink Neoges . .
PredlctedSystemLoad[kg/sec]: 5t (?) Csetpoint_ Pair Z Rf,icsetpoint'f' Z miCsetpoint"‘minfcsetpoint
7 =1

NSOU'V‘CG N
- Zhijstetpoint+ E pairGf,i*LOG"F

=1

zones . Cy s 2.72
E micf,z,i+minfcf,oo+zhijj ];;J+Sf ( )
i=1 J

J
PairVaMyor t—38t | 34t—28t 1 ,~t—35t
+T<*3Cf,z 50 =302 )
2.6.1.3 AnalyticalSolution

For this solution algorithm, the air mass balance for the predicted air system load or response is
given below:

i=1 =1

N:ones Nsink
PredictedSystemLoad [kg/sec] = | > 1 + Mt + pair Y Rpi+ > hjpAj| *
i=1 i 7
i Nzones Ngink
5 My+mint+pair >, Rpitd hjpAj
t t— 5t i=1 i 7
Csetpoint - Oz * eXp pPairVzMEOR ot *
r Nzones Nsink -1 <273)
> mi +Minetpair D Rpitd hipA;
i= i J
1 —exp PairVzMFOR ot
NSD'MT‘CE 6 NZOTLES C .
> PainGri* LO°+ >0 miCrzi + mintCroo + 3o hjpAj 7+ + 55
2 J

At the prediction point in the simulation, the system air mass flows are not known; therefore, the
system response is approximated. The predicted air system generic contaminant load is then used
in the system simulation to achieve the best results possible. If a central HVAC system provides
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the outdoor flow rate from a Controller:MechanicalVentilation object, the outdoor airflow rate may
be approximated as:

PredictedSystemLoad = 174, (nysup — C}Z) R MOA,- (C 00 — C4

setpoint )

(2.74)

where:

moa,. = Supply outdoor airflow rate into the controlled zone [kg/s]

The above approximation is based on the assumption that the generic contaminant concentration
at the outdoor air (OA) mixer inlet is equal to the zone air outlet concentration level, and the generic
contaminant level at the zone supply air inlet is equal to the level at the outlet node of the OA
mixer.

After the system simulation is completed, the actual response from the air system is used in the
generic contaminant correction step, which is shown next.

2.6.2 Generic Contaminant Correction

For the correct step, the expanded air mass balance equation is solved for the final zone generic
contaminant concentration at the current time step. In the same manner as described above for
predicting the carbon dioxide load to be met by the air system, the zone air carbon dioxide correction
calculation will be described individually for the three solution algorithms.

2.6.2.1 FEulerMethod

t—ot

Nsource 6 Nzones . . i Cy s sz
PairGyi¥1.004 30 10, Cy . i4mintCy o +MsysCrsupt 2 hipAj; 2L +pairVz Mror —3—+5;
t_ i=1 i=1 J ’ (2 75)
f,z — . Nsink Nzones ] ] '
PairVeMypor(61) ™ +pair >, Rypit+ D>,  mitminstmsys+> hjpA;
i i=1 J
2.6.2.2 ThirdOrderBackwardDifference
NSOUTCE 6 NZO’VL@S . . .
pairGf,i *1.0° + Z micf,z,i + minfcf,oo + msysof,sup
i=1 i=1
Csj | pairVzMror 1=t 3vt—26t | 1 vt—36t
+Zhijj k; + St (30 z 50 2 + §Cf,z ) + Sf (276)
t J
fiz — —1(11 Nsink Nzones ] ]
PaierMfor(‘st) (F)“‘pair Z Rf,z+ Z mi+minf+msys+z hijj
i i=1 J
2.6.2.3 AnalyticalSolution
NSO’U/I‘CC 6 Nzones . . . CS .
PairGyix1.0°+ MiC 2,0 +MintCf 00 HsysCr sys+2_ thAij]
_ i= i=
ct = Ct ot =1 i=1 J J «
32 fvz Nzones . . . Nsink
My +Mint+Msystpoair 2. Rfitd hjipAj
i=1 i J
Nzones . . . Nsink
M +Mint+Msys+Pair Z Rf,7,+z thAJ
=l i J 2.77
exXp PairVzMFOR ot | + ( )

Nsource zone

N, s 3 . Cq 4
pairGf’l-*l.OG_g_ > miCr i +MinsCr oo +MsysCrosys+ hipAj TSJJ +S¢
i=1 i=1 J

Nsink

1 +Mins+1Msys+Pair Z Rf,i+z:hijj
[ J

Nzones

=1
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The above solutions are implemented in the Correct Zone Air Generic Contaminant step in the
Zone Contaminant Predictor Corrector module of EnergyPlus.

2.7 Zone Air Mass Flow Conservation

2.7.1 Overiew

The zone air mass flow conservation object, ZoneAirMassFlowConservation, activates zone
air mass flow balance calculations. This feature is available only for controlled zones
(ZoneVAC:EquipmentConnections) which also have either a zone mixing or infiltration ob-
ject. The user may specify that zone mixing, infiltration, or both can be overridden to balance the
zone air mass flows. The following rules apply:

o If there are no zone mixing flows to adjacent zones, then the zone air mass flow is balanced
by setting the Zone Mixing objects mass flow rate to zero.

o If there are no zone exhaust fans defined and there are no zone mixing objects specified, then
a zone in an air loop is always balanced.

o Infiltration mass flow is included in the zone air mass flow balance depending upon one of
three options: none (all infiltration is assumed to be self-balanced), all zones, or only zones
that serve as a source zone for zone mixing objects.

« The base infiltration mass flow rate (calculated based on user inputs) may be controlled one
of two ways for zone air mass flow balance purposes: adjust the base infiltration up or down as
needed to balance the zone air mass flow, or assume the base infiltration rate is self-balanced
and add infiltration if needed to balance the zone air mass flow.

o Optional user inputs can override the default return air flow rate.

The zone air mass flow conservation equation always includes: supply air flow rates, return air
flow rates, and zone exhaust fan flow rates. Zone mixing and infiltration object flow rates may be
included depending upon the selected options. A particular zone can be a source zone, receiving
zone, or both depending on the number of ZoneMixing objects specified for that zone.

2.7.2 Return Air Flow Rate Calculations

The return air flow rate is calculated one of several ways, depending on whether ZoneAirMassFlow-
Conservation is active, if there is more than one return node, and if Zone Return Air Node 1 Flow
Rate Fraction Schedule Name or Zone Return Air Node 1 Flow Rate Basis Node or NodeList Name
has been specified.

2.7.2.1 Base Zone Total Return Flow

The total zone return flow calculation with no ZoneAirMassFlowConservation is the sum of the
zone inlets less the sum of the zone exhausts adjusted for any balanced exhaust fan flow:

mp = MAX (0.0, g — [MEx.tot — MEXFbaL]) (2.78)
If ZoneAirMassFlowConservation is active, then the total zone return air flow rate is

mpr = MAX (0.0, g — [MEex 0ot — MExFa) + [Mxr — Mxs]) (2.79)
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Note that the exhaust fan balanced flow component is not required to enforce the zone air flow
balance when ZoneAirMassFlowConservation is active.

2.7.2.2 Zone Return Air Node 1

The first return air node is treated differently to maintain backward compatibility.  If
one or more Zone Return Air Node 1 Flow Rate Basis Nodes are specified in the Zone-
HVAC:EquipmentConnections object, then the mass flow rate for the first return air node
is:

mpg1 = ReturnFlowSchedule * Z M BasisNode,j (2.80)
j

If there is only one return node and no Zone Return Air Node 1 Flow Rate Basis Nodes, then:

mp1 = ReturnFlowSchedule * mp (2.81)

In the zone air mass flow conservation calculation, the calculated zone total return flow rate is
modified using return node flow schedule value when the zone air flow balancing is enforced and
assigned to return node 1.

mp1 = ReturnFlowSchedule * g (2.82)

The zone air mass flow conservation calculation also limits the zone return node air flow rate
with air loop design supply to protect from large number the solution may throw as follows:

mR,l = MIN (mR,h mDesSupply,i) (283)

2.7.2.3 Allocation to Multiple Return Nodes

If there are multiple return air nodes in the zone, then each return air node is assumed to be paired
with one supply air inlet node. The initial flow rate at a given return air node is based on the
supply air inlet node for the same airloop and the AirloopHVAC Design Return Air Flow Fraction
of Supply Air Flow:

mp,; = DesignReturnFrac; x mg; (2.84)

For any air loop without an outdoor air inlet:

MR = MR, (2.85)

In the zone air mass flow conservation calculation, the calculated zone total return flow rate is
distributed to the zone return nodes proportional to the return nodes current mass flow rates as
follows:

ReturnFlowSchedule * mR> (2.86)

MR;, = MR; * -
> MR

The zone air mass flow conservation calculation also limits the zone return node air flow rate
with air loop design supply to protect from large number the solution may throw as follows:

mR,l = MIN (mR,la mDesSupply,AirLoop) (287)
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2.7.2.4 Overall Return Air Balance

Once the initial allocation to multiple return air nodes is complete, the total return node flow is
compared with the expected total zone return air mass flow rate. If the sum of the zone return
node flows is greater than expected, then the surplus return flow is:

MR, surplus = ZZ Mp; — MR (2.88)

Return nodes without an outdoor air inlet are not adjusted. The remaining return node flow
rates are reduced if necessary to balance the zone air mass flow:

. . mR,surplus
Mmp; =Mmpgr;* | 1 — (2.89)
< 2 )

i, withOA TTVR,i

2.7.2.5 Allocation of Excess Exhaust Flow

If the total (unbalanced) exhaust fan flow exceeds the supply flow in a given zone, this exhaust flow
can be made up with outdoor air by any air loop serving the zone and the return air in other zones
on the same air loop(s) will be reduced proportionally. First, the amount of excess exhaust for all
zones on a given air loop is totaled. If a zone with excess exhaust is served by more than one air
loop, the exhaust is shared by each air loop in proportion to the maximum available outdoor air
for a given air loop.

. mExcessExh,j * mMaxOA,i
MExcessExh,i — E . . (290)
J MTotOA,j

The adjusted total return flow for each air loop is calculated by subtracting the excess exhaust
from the total return flow calculated earlier.

mAdeeturn,i = max (OO, mongRemm,i — mecessEmh,i) (291)

Finally, the return flow for each return node on the air loop is proportioned to the adjusted
total return flow.

MR; = MR, * M (2.92)
MOrigReturn,i

where,

mp = total zone return air mass flow rate, (kg/s)

Mg, = return air node i mass flow rate, (kg/s)

g = total zone supply air mass flow rate, (kg/s)

Mg, = zone supply air node i mass flow rate, (kg/s)

M BasisNode,; = return air flow basis node j mass flow rate, (kg/s)

Mpex.tot = total zone exhaust air mass flow rate from all zone exhaust air nodes, (kg/s)

mexr = balanced zone exhaust fan air mass flow rate, (kg/s)

mexrwt = total (balanced+unbalanced) zone exhaust fan air mass flow rate, (kg/s)

mxr = zone mixing mass flow rate as a receiving zone, (kg/s)

xs = zone mixing mass flow rate as a source zone, (kg/s)

ReturnFlowSchedule = optional Zone Return Air Node 1 Flow Rate Fraction Schedule value



o4 CHAPTER 2. INTEGRATED SOLUTION MANAGER

DesignReturnFrac; = air loop Design Return Air Flow Fraction of Supply Air Flow for air
loop i

M ExcessBzh,j = €xcess exhaust flow for zone j

M ErcessEzhy = total excess exhaust flow for air loop i

Muaz0A,; = current max available outdoor air flow for air loop i

Mrot0a,; = total max available outdoor air flow for air loops serving zone j

MOrigReturn,; = total original return flow for air loop i

M AdjReturn,i = total adjusted return flow for air loop i

M DesSupply,; = air loop design supply air flow for air loop i

2.7.3 Zone Mixing Flow Rate Calculations

Figure 2.6 illustrates the zone mass flow components for an air loop system providing conditioned
air to the two zones connected with a zone mixing object. Since Zone 1 is a source zone only,
infiltration object is defined for zone 1 only. The zone mixing object air flow rate depends on the
user specified values and the zone air mass flow balance requirements. When required the zone
mixing object flow rate is adjusted from the user specified value for balancing purpose.

nl.l'.ul"
gy My
¥
Zone 1 Zone 2
M g » N
Mg, Mg,
L J
Mgy Ml pya

Figure 2.6: Illustration of zone air mass flow balance components



2.7. ZONE AIR MASS FLOW CONSERVATION 55

An individual zone may be a source zone for multiple receiving zones, and the same source zone
may receive mixing flows from multiple adjacent zones in an air loop. The source and receiving
mass flow rates of ZoneMixing objects are calculated from user defined mixing flow rates at the first
HVAC iteration for each time step and adjusted in subsequent iterations to balance the zone air
mass flow. The source zone mixing mass flow rate is calculated by tracking the mass flow rates of
ZoneMixing objects connected to a zone and is given by:

hxs = Zj Thxs, (2.93)

Similarly, the receiving zone mixing mass flow rate is calculated by tracking the mass flow rates
of ZoneMixing objects connected to a receiving zone and is given by:

Txp = Zj xr, (2.94)

Zone air mass flow balance can be enforced using four options: AdjustMizingOnly, AdjustRe-
turnOnly, AdjustMizingThenReturn, or AdjustReturnThenMizing. These options involve either ad-
justing zone mixing objects flows, adjusting the zone total return air flows, or a combination of
both. The zone air mass flow balance equation formulation for each of the four options is described
next.

AdjustMixingOnly: adjusts the zone mixing object flows only to enforce zone air mass flow
balance and the adjusted zone mixing mass flow rates are used to determine the zone total return
air mass flow rate. Infiltration air flow can also adjusted if required depending on user preference
as specified in Section Infiltration Flow rates Adjustments.

Determine the zone total return air mass flow rate as shown above, then adjust the zone mixing
mass flow rates based on the zone total return air mass flow rate:

MXR,new = MR + MEx + Mxg — Mg (2.95)

This updated receiving zone mixing air mass flow rate is distributed to the mixing objects
connected to the current zone proportional to user specified design flow rate. A single zone may be
connected to more than one adjacent zone using multiple ZoneMixing objects. Thus, the mixing
flow rate of each contributing mixing objects defined in the current zone is updated as follows:

mXR, new,j — (mXR,jDesign/mXR,Design) : mXR, new (296)

AdjustReturnOnly: adjusts the zone total return air mass flow rate only to enforce zone air
mass flow balance while the zone mixing object mass flow rate are kept at user specified values.
Infiltration air flow can also adjusted if required depending on user preference as specified in Section
Infiltration Flow rates Adjustments.

First, determine the user specified mixing object received and source air flow rates of the current
zone, then determine the zone total return air flow rate as follows:

Thxs = Zj Thxs, (2.97)

Mmxg = MXR.; 2.98
XR Zj XR,j ( )
If ZoneAirMassFlowConservation is active, then determine the zone total return air flow rate:

mpr = MAX (0.0, g — mgx o + [Mxr — Mixs]) (2.99)
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Also checks that the zone total return air mass flow rate does not exceed the airloop design
supply flow rate as follows:
mpr = MIN (g, MpesSupply,i) (2.100)

AdjustMixingThenReturn: first adjusts the zone mixing air mass flow rates, then adjusts the
zone total return air mass flow rate to enforce zone air mass flow balance. Infiltration air flow can
also adjusted if required depending on user preference as specified in section Infiltration Flow rates
Adjustments. For adjusting the mixing mass flow rates the set of equations for AdjustMizingOnly
method described above are used and for adjusting the zone total return air mass flow rate the
equation for AdjustReturnOnly method is used.

AdjustReturnThenMixing: first adjusts the zone total return air mass flow rate, then ad-
justs the zone mixing mass flow rates to enforce zone air mass flow balance. Infiltration air flow
can also adjusted if required depending on user preference as specified in section Infiltration Flow
rates Adjustments. For adjusting the zone total return air mass flow rate the equation for Adjus-
tReturnOnly method described above is used and for adjusting the zone mixing mass flow rates the
set of equations defined for AdjustMizringOnly method are used.

2.7.4 Infiltration Flow Rate Adjustments

There are three options for the treatment of infiltration in the zone air mass balance: None, AddIn-
filtrationFlow, and AdjustInfiltrationFlow. There are also two options to specify which zones are
included in the infiltration adjustments: AllZones or MixingSourceZonesOnly.

If a zone is excluded from infiltration adjustments, then the base infiltration rate specified by
the Infiltration:* object(s) in the zone is assumed to be self-balanced, and infiltration is not included
in the mass flow calculations for that zone.

If a zone is included in the infiltration adjustment, the infiltration air mass flow rate required
to balance the zone is determined as follows:

mlnf—required = MAX (007 mXS + mEX + mR - mS - mXR, new) (2101>

This infiltration air mass flow rate calculated is either added to the base infiltration air flow,
which is calculated from user inputs, or overrides the base infiltration air flow depending on user
choice. For AddInfiltrationFlow, the zone infiltration flow rate is:

mlnf = mlnffbase + mlnffrequired (2.102)

For AdjustInfiltrationFlow, the zone infiltration flow rate is:

Minf = MInf—required (2.103)

where,

mp,s = zone infiltration mass flow rate, (kg/s)

Mnf—base = base zone infiltration mass flow rate calculated from Infiltration:* objects, (kg/s)

M n f—required = Tequired zone infiltration mass flow rate to balance the zone, (kg/s)

There is an additional constraint to the return air mass flow rate calculation. The sum of the
return air mass flow rates of zones in air loop must satisfy the air loop return air mass flow balance.
The above four sets of equations are iterated for each zone in an air loop until the convergence
criterion is satisfied or until the maximum iteration limit is exceeded.
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The mass conservation calculations are performed in routine CalcZoneMassBalance in the
ZoneEquipmentManager module. The latest ZoneMixing and Infiltration object flow rates are
communicated back to the zone air heat balance terms. This is done by re-simulating the simple
flow objects as zone equipment during each HVAC iteration. This requires calling the routine
CalcAirFlowSimple in SimZoneEquipment routine as zone equipment. Both of these routines are
also in the ZoneEquipmentManager module.

The zone mass conservation calculation convergence criterion is based on the absolute difference
of the zone mixing objects mass flow rates between successive iteration. If the difference is above
tolerance limits of 0.00001 then the HVAC Air loop is simulated again.

2.8 Summary of Time Marching Solution

EnergyPlus models building performance over time spans of days to years using a time marching
method based on timesteps. This section provides more information on issues related to timestep
formulation.

2.8.1 Summary of Timestep Model Formulation

An EnergyPlus simulation covers a certain period of time, such as a day or a year, that is broken
down into a series of discrete bins of time that are referred to as timesteps. The program marches
through time by recalculating model equations at each timestep. The figure below diagrams some
of these basic concepts.

Most models in EnergyPlus are quasi-steady energy balance equations used to predict the con-
ditions present during each timestep. Various input data and boundary conditions for the models
are time-varying and a “staircase” approach is used where such values are determined for a par-
ticular timestep and then essentially held constant over the entire timestep. Predictions for state
variables, such as temperature, are averages over the timestep. Predictions for summed variables,
such as energy use, are simple totals over the timestep.

EnergyPlus produces time-series results for selected output variables at selected frequencies.
The time values associated with the time-series data, or timestamps, are output for the end of the
timestep, but the values of the variables are for the entire bin of time prior to the timestamp. When
data are reported at coarser frequencies such as hourly, then the results are averages or simple totals
for all the timesteps that are contained within the larger bin of time.

To simplify solutions that would otherwise need to be simultaneous, models sometimes use data
that are “lagged” which means that the values used in the calculations for the current timestep are
actually results from the previous timestep. Many models just use the most current results available
and so may use lagged data for a first iteration, but then use current data that are not lagged for
subsequent iterations.

2.8.2 Zone Update Method

A zone is not necessarily a single room but is usually defined as a region of the building or a
collection of rooms subject to the same type of thermal control and having similar internal load
profiles that, subsequently, can be grouped together. Zones can interact with each other thermally
through adjacent surfaces and by intermixing of zone air. In EnergyPlus, the conditions in each
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Figure 2.7: Diagram of TimeStep Formulation
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zone are updated by Equation 2.7, which uses previously calculated values of the zone conditions.
This means that EnergyPlus does not have to iterate to find a self-consistent solution of the updated
zone conditions. However, because heat transfer through each zone’s surfaces and interzone mixing
of air still occur, the new space temperatures must be computed at the same simulation time and
on the same time step in all zones, even though conditions in one zone may be changing much
more rapidly than conditions in the other zones. We have previously documented the method used
to update the zone temperature at each time step. This method, called the predictor corrector
method, has proved to be satisfactory over a wide range of conditions.

2.8.3 Variable Timestep

The need for a variable timestep in EnergyPlus was identified during development of its predecessor
IBLAST. Prior to the integration of the central plant simulation in IBLAST, a time step Dt for the
zone temperature update of 0.25 hours (15 minutes) was found to give stable results without a large
increase in computation time. The first step in integrating plant was to implement the detailed
coil models and coil control strategies without actually adding the plant models themselves. This
meant that the user had to specify the coil water inlet temperature and the maximum coil inlet
water flow rate to run the simulation. The real life analogy would be a chiller of very large, though
not infinite, capacity. The coil capacity was controlled by adjusting the water flow rate, but the
effect of the plant on the chilled water temperature was eliminated. After implementation of this
step, experience with the program showed that updating the zone temperatures on a fixed time step
frequently resulted in instabilities unless a very short time step was used. However, as the time
step got shorter the time required to execute the program got prohibitively high.

Clearly, an adaptive time step was required. This would shorten the time step to maintain
stability of the zone air energy balance calculation when zone conditions were changing rapidly and
expand it to speed computation when zone conditions were relatively unchanging. But, the adaptive
time step could not be applied easily to the surface heat transfer calculations, even using interpola-
tion methods to determine new temperature and flux histories. The problem of updating the zone
temperature was resolved by using a two-time-step approach in which the zone air temperature
is updated using an adaptive time step that ensures stability. In this two time level scheme, the
contributions to the zone loads from the surfaces, and user specified internal loads are updated at
the default or user specified time step that is constant. This is often referred to as the “zone” time
step. The contributions to the zone loads from HVAC system response, infiltration, and air mixing
are updated at a second variable time step, referred to as the “system” time step. The system time
step is limited to between one minute and the zone time step. The lower limit of the system time
step can be increased to larger than one minute by the user with a System Convergence Limits
object (which may be useful to decrease simulation run times at the expense of some accuracy).

The program’s decision to adapt the time step is made by first using the usual zone time
step and executing the full predictor-corrector calculations to find resulting zone temperatures.
The maximum temperature change experienced by any zone in the model is determined. If this
maximum zone temperature change is more than a preset limit of 0.3°C, then the simulation switches
to using the shorter system time step. The number of system time steps (within a particular zone
time step) is modeled from the results for the maximum zone temperature change (just obtained
from the corrector) by assuming that temperature change is linear. The number of system time
steps indicated by the temperatures is:
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Mazximum Zone Temperature Change 410 (2.104)
Mazimum Zone Temperature Dif ference {.3C} ' '
The limit for the number of system time steps is:
_ Zone Time St?p (2.105)
Minimum System Time Step

EnergyPlus takes the smallest of these two, truncates them to a whole number and calculates a
system time step as:

(2.106)

Zone Time St
System Time Step:< one Time Step )

Number of System Time Steps

The same length of time is used for all the system time steps within a particular zone time step,
but the system time step length can vary between different zone time steps. Report variables that
use the “detailed” frequency show results at the system time step time scale.

This approach can be justified because the internal loads and surface temperatures vary on a
different and longer time scale than the system response and the zone air temperature.

When the simulation down-steps from using the zone time step to the system time step, linear
interpolation is used to generate zone condition history terms:

Tt—ét
Tt-20¢ (2.107)
Tt—35t

for the system time steps using the history data for the zone time step. If two consecutive zone
time steps both down-step to have the same number of system time steps, then the system time step
history is preserved and used directly rather than being interpolated from zone time step history.
The zone temperature update is made for each system time step using the same equation as for the
zone time step except that the zone temperature history and time difference (6t) terms are for the
system time step instead of for the zone time step.

2.8.4 Simultaneous Solution of Plant /System Water Loop

Simultaneous solution of the system and plant operating parameters required that the temperature
of the water entering the coils must be the same as the temperature leaving the chillers or boilers.
In addition, the temperature of the return water from the coils must be equal to the chiller or boiler
entering water temperature. In practice so long as the plant is not out of capacity the leaving water
temperature from chillers and boilers is constant and equal to the design value. No iteration was
required to match system and plant boundary conditions. However, if either the chiller or boiler
plant was overloaded then the temperature of the water leaving the plant was not equal to the design
value and the maximum output of the plant could change because of the off-design conditions. An
iterative scheme using the secant method to predict successive updates to the plant leaving water
conditions was therefore employed to solve for the water loop conditions with the plant operating at
its maximum capacity. The simulation of the system and plant loops is described in greater detail
in the later sections.
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2.8.5 Space HVAC Simulation and Control

When Space HVAC is simulated (see SpaceHVAC:EquipmentConnections), the HVAC equipment
is modeled at the zone level as usual with adjustements made before and after the zone equipment
simulation in function ZoneEquipmentManager:SimZoneEquipment. The space air temperatures
and humidity will be calculated for each space along with lumped zone air conditions.

2.8.5.1 SpaceHVAC:ZoneEquipmentSplitter Adjustments

When a SpaceHVAC:ZoneEquipmentSplitter is used, the zone loads may be saved and adjusted prior
to simulating a piece of zone equipment, according to the specified Thermostat Control Method.
For Ideal control, no adjustement is made. For SingleSpace and Max control, the zone sensible and
latent loads are save and then adjusted by the space load and the space fraction as shown below.
Adjustments are made independently for sensible and latent loads.

Ratio = Qspace/(SpaceFraction * onne) (2.108)

Qadjusted = RatiOonne (2 109)

where:

Qspace is the remaining load (sensible or latent) for the control space

@ some i the remaining load (sensible or latent) for the zone

Ratio is the ratio applied to all load types for the zone (remaining, load to heating setpoint,
load to cooling setpoint, and sequenced loads).

After the piece of zone equipment is simulated, any saved zone loads are restored, the equipment
outlet node flow is distributed to the space outlet nodes, and any non-air system output is also
distributed to the spaces. For the Ideal control option, the space fractions are recaculated every
time step based on the current space load to zone load ratio.

2.8.5.2 SpaceHVAC:ZoneEquipmentMixer Adjustments

When a SpaceHVAC:ZoneEquipmentMixer is used, before any zone HVAC equipment is simulated,
the conditions on the mixer’s zone equipment inlet node are set to the combined space outlet node
conditions weighted by the space fractions.

After all of the zone HVAC equipment is simulated, the flow rates on the space outlet nodes are
set to the space fraction times the zone equipment inlet node flow rate.

2.8.5.3 SpaceHVAC:ZoneReturnMixer Adjustments

When a SpaceHVAC:ZoneReturnMixer is used, after zone-level return node flow rates are set, the
space return node flow rates are set. The space flow rates are set based on the same method used
for zones (sum of inlet flows minus sum of exhaust flows). Then the space flow rates are adjusted
proportionately so the sum is equal to the previously determined zone-level return node flow rate.
Then the conditions on the zone return nodes are set to the combined space outlet node conditions
weighted by the space return node flow rates.
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Chapter 3

Surface Heat Balance Manager /
Processes

3.1 Conduction Through The Walls

3.1.1 Conduction Transfer Function Module

The most basic time series solution is the response factor equation which relates the flux at one
surface of an element to an infinite series of temperature histories at both sides as shown by Equa-
tion 3.1:

Gro) =D XjTosjs— Y YiTisjs (3.1)
=0 =0

where q” is heat flux, T is temperature, i signifies the inside of the building element, o signifies
the outside of the building element, t represents the current time step, and X and Y are the response
factors.

While in most cases the terms in the series decay fairly rapidly, the infinite number of terms
needed for an exact response factor solution makes it less than desirable. Fortunately, the similarity
of higher order terms can be used to replace them with flux history terms. The new solution contains
elements that are called conduction transfer functions (CTFs). The basic form of a conduction
transfer function solution is shown by the following equation:

nz nz nq
Gi(t) = =ZToy = > ZiTiajs + YoTou+ Y YiTorjs + > 050" s js (32)
j=1 j=1 j=1

for the inside heat flux, and

nz nz nq
Qo) = =YoTio = 3 ViToejs + XoTor+ 3 XiTowjs+ D 50 kormso (3:3)
j=1 j=1 j=1
for the outside heat flux (q” = q/A)
where:

X; = Outside CTF coefficient, j = 0,1,..nz.
Y; = Cross CTF coefficient, j = 0,1,..nz.
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Z; = Inside CTF coefficient, j = 0,1,..nz.

®; = Flux CTF coefficient, j = 1,2,..nq.

T, = Inside face temperature

T, = Outside face temperature

¢y, = Conduction heat flux on outside face
q¢" = Conduction heat flux on inside face

The subscript following the comma indicates the time period for the quantity in terms of the
time step (6). Note that the first terms in the series (those with subscript 0) have been separated
from the rest in order to facilitate solving for the current temperature in the solution scheme. These
equations state that the heat flux at either face of the surface of any generic building element is
linearly related to the current and some of the previous temperatures at both the interior and
exterior surface as well as some of the previous flux values at the interior surface.

The final CTF solution form reveals why it is so elegant and powerful. With a single, relatively
simple, linear equation with constant coefficients, the conduction heat transfer through an element
can be calculated. The coefficients (CTFs) in the equation are constants that only need to be
determined once for each construction type. The only storage of data required are the CTFs
themselves and a limited number of temperature and flux terms. The formulation is valid for any
surface type and does not require the calculation or storage of element interior temperatures.

3.1.2 Calculation of Conduction Transfer Functions

The basic method used in EnergyPlus for CTF calculations is known as the state space method
(Ceylan and Myers 1980; Seem 1987; Ouyang and Haghighat 1991).  Another common, older
method used Laplace transformations to reach the solution; the Laplace method was used in
BLAST (Hittle, 1979; Hittle & Bishop, 1983). The basic state space system is defined by the
following linear matrix equations:

dix] _
—r = [Al[x] + [B] [u] (3-4)
vl = [C] [x] + [D] [u] (3:5)

where x is a vector of state variables, u is a vector of inputs, y is the output vector, t is time,
and A, B, C, and D are coefficient matrices. Through the use of matrix algebra, the vector of
state variables (x) can be eliminated from the system of equations, and the output vector (y) can
be related directly to the input vector (u) and time histories of the input and output vectors.

Seem (1987) summarizes the steps required to obtain the output vector (y) from the A, B,
C, and D matrices. Briefly, the solution for the first order differential system of equations with
constant coefficients shown above is:

t45
Tys = eMPx, + / A=) By(1)dr (3.6)

t

where t is a particular point in time, ¢ is the time step, and e’ is the exponential matrix which
is calculated using a power series:
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A%25? A3 AL
51 + 3] + ...+ 7

where L is the term in the sequence that defines an adequate representation of the exponential
matrix. In other words, terms beyond L are not needed because they will not supply any significant
additional value to the overall exponential matrix. So, the calculation of the exponential matrix
can be terminated after the Lth term. Seem (1987) also defines what L should be in Appendix A
of his dissertation. It is based on an equation that relates L to the matrix row norm:

e =T 1+ A5+

(3.7)

L = minimum of [3||Ad||o + 6] or 100 (3.8)

where ||Ad|| is the matrix row norm. Seem, as part of his algorithm, indicates that the matrix
row norm should be normalized so that it is less than unity by finding the power of 2 that is larger
than the matrix row norm and dividing all elements of the A matrix by that term. This is used
later as part of the ”scaling and squaring” approach to calculate the exponential matrix. This
scaling would also affect L meaning that if the matrix row norm has been scaled so that it is never
greater than 1 then L would never go higher than 9. In EnergyPlus, the matrix row norm is not
scaled when used to calculate L. This can result in additional terms which in general will make
the calculation slightly more accurate. To avoid excessive terms in the exponential matrix, the
terms that are added in the exponential matrix calculation in EnergyPlus are limited so that if a
new term is smaller than will impact the variable based on the precision of the variable it is then
ignored. To see the implementation of these details in EnergyPlus, consult both Appendix A of
Seem’s dissertation and the routine calculateExponentialMatrix in the code.

As shown in Seem (1987), the above formulation can be used to solve the transient heat con-
duction equation by enforcing a finite difference grid over the various layers in the building element
being analyzed. In this case, the state variables are the nodal temperatures, the environmental
temperatures (interior and exterior) are the inputs, and the resulting heat fluxes at both surfaces
are the outputs. Thus, the state space representation with finite difference variables would take
the following form:

Ty
d|
Ty
Tnd _ Al | B 1 3.9
pm =[A]| ¢ | +[B] T (3.9)
T,
1! T]' T
[ ! ] =[] : |+MD]| ] (3.10)
q, - T,

where T1, T2, ..., Tn-1, Tn are the finite difference nodal temperatures, n is the number of nodes,
Ti and To are the interior and exterior environmental temperatures, and q“i and q”o are the heat
fluxes (desired output).

Seem (1987) shows that for a simple one layer slab with two interior nodes as in Figure 3.1 and
convection at both sides the resulting finite difference equations are given by:
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dTy T, — T
C— =hA (T, - T 3.11
L= BA(T, - Ty) + (3.11)
dT2 Tl - T2
C— =hA(T;, - T: 3.12
AT - T+ (312)
q¢‘o="n(Ty —Tp,) (3.14)
where:
_ ¢
R= A
C = pc”; , and
A is the area of the surface exposed to the environmental temperatures.
In matrix format:
Ty 1 hA 1 hA
[W]:[—ﬁ—ﬁ RO h [? 011 7o (3.15)
dr: 1 1 hA hA :
i e “me_c )LD 0 FILlh
" 0 —h T 0 h T,
Tol ! (3.16)
q"; h 0 T, —h 0 T;

The important aspect of the state space technique is that through the use of matrix algebra the
state space variables (nodal temperatures) can be eliminated to arrive at a matrix equation that
gives the outputs (heat fluxes) as a function of the inputs (environmental temperatures) only. This
eliminates the need to solve for roots in the Laplace domain. In addition, the resulting matrix form
has more physical meaning than complex functions required by the Laplace transform method.

The accuracy of the state space method of calculating CTFs has been addressed in the liter-
ature. Ceylan and Myers (1980) compared the response predicted by the state space method to
various other solution techniques including an analytical solution. Their results showed that for
an adequate number of nodes the state space method computed a heat flux at the surface of a
simple one layer slab within 1% of the analytical solution. Ouyang and Haghighat (1991) made a
direct comparison between the Laplace and state space methods. For a wall composed of insulation
between two layers of concrete, they found almost no difference in the response factors calculated
by each method.

While more time consuming than calculating CTFs using the Laplace Transform method, the
matrix algebra (including the calculation of an inverse and exponential matrix for A) is easier to
follow than root find algorithms. Another difference between the Laplace and State Space methods
is the number of coefficients required for a solution. In general, the State Space method requires
more coefficients. In addition, the number of temperature and flux history terms is identical (nz
= nq). Note that as with the Laplace method that the actual number of terms will vary from
construction to construction.

Two distinct advantages of the State Space method over the Laplace method that are of in-
terest when applying a CTF solution for conduction through a building element are the ability to
obtain CTFs for much shorter time steps and the ability to obtain 2- and 3-D conduction trans-
fer functions. While not implemented in the Toolkit, both Seem (1987) and Strand (1995) have
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demonstrated the effectiveness of the State Space method in handling these situations that can have
important applications in buildings.

3.1.3 Conduction Transfer Function (CTF) Calculations in EnergyPlus

Conduction transfer functions are an efficient method to compute surface heat fluxes because they
eliminate the need to know temperatures and fluxes within the surface. However, conduction trans-
fer function series become progressively more unstable as the time step decreases. This became a
problem as investigations into short time step computational methods for the zone/system interac-
tions progressed because, eventually, this instability caused the entire simulation to diverge. This
phenomenon was most apparent for thermally massive constructions with long characteristic times
and, correspondingly, requiring a large number of terms in the CTF series. This indicates that the
problem is related to round-off and truncation error and is in no way an indictment of the CTF
method itself. Methods that develop CTF series from finite difference approximations to the heat
conduction equation (Meyers, 1980; Seem, 1987) were considered to address this problem. Seem’s
method did give better accuracy and stability at short time steps than the current BLAST tech-
nique but, the method still had difficulty computing stable CTF series for time steps of less than
1/4 hour for the heaviest constructions in the BLAST library.

The zone heat gains consist of specified internal heat gains, air exchange between zones, air
exchange with the outside environment, and convective heat transfer from the zone surfaces. Of
these, the surface convection load requires the most complicated calculations because a detailed
energy balance is required at the inside and outside surface of each wall, floor, and roof. In addition,
the transient heat conduction in the material between the surfaces must be solved. This solution
gives the inside and outside temperatures and heat fluxes that must be known in order to calculate
the convection component to the zone load for each zone surface. BLAST uses a conduction transfer
function CTF method attributed to Hittle (1980) to solve the transient conduction problem for
each surface. The method results in a time series of weighting factors that, when multiplied by
previous values of the surface temperatures and fluxes and the current inside and outside surface
temperatures, gives the current inside and outside heat flux. The method is easily applied to
multilayered constructions for which analytical solutions are unavailable. In addition, determining
the series of CTF coefficients is a one-time calculation, making the method much faster than finite
difference calculations.

A problem with CTF methods is that the series time step is fixed; that is, a CTF series computed
for a one hour time step takes information at t-1 hours, t-2 hours, etc. and computes conditions at
the current time t. As time advances the oldest term in the input series is dropped and the data
moved back one time step to allow the newest value to be added to the series. For convenience,
the time step used to determine the CTF series should be the same as the time step used to update
the zone mean air temperature in the zone energy balance. But, as the time step used to calculate
the CTF series gets shorter, the number of terms in the series grows. Eventually, with enough
terms, the series becomes unstable due to truncation and round-off error. Heavy constructions,
such as slab-on-grade floors (12" heavyweight concrete over 18” dirt), have accuracy and stability
problems at time steps as large as 0.5 hours when modeled by Hittle’s CTF method. In an attempt
to overcome this problem, Hittle’s method was replaced by Seem’s method (1987) in IBLAST. This
resulted in some improvement in stability at shorter time steps, but not enough to allow IBLAST
to run at a 0.1 hour time step without restricting the types of surfaces that could be used.

Even though CTF methods require that values of the surface temperatures and fluxes be stored
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for only a few specific times before the current time, the temperature and flux histories are, actually,
continuous functions between those discrete points. However, there is no way to calculate informa-
tion at these intermediate times once a series has been initialized. The terms in the temperature
and flux histories are out of phase with these points. However, they can be calculated by shifting
the phase of the temperature and flux histories by only a fraction of a time step. This procedure
would allow a CTF series computed for a time step Dt, to be used to compute information at times
t+Dt/2, t+Dt/3, t+Dt/4, or any other arbitrary fraction of the time step, so long as the surface
temperatures and flux values were still Dt apart. Several ways of doing this are described below.

The method shown in the Figure 3.2 maintains two sets of histories out of phase with each
other. The figure shows how this would work for two sets of histories out of phase by one half of
a time step. More sets of temperature and flux histories could be used, allowing the simulation
time step to take on values: 1/3, 1/4, 1/5, etc., of the minimum time step allowed for the CTF
calculations. The time step between inputs to the CTF series would be the smallest convenient
interval at which the CTF series is stable. This scenario is illustrated in this figure for two separate
sets of temperature and flux histories. Cycling through each history, in order, allowed calculations
of the zone energy balance to be performed with updated surface information at a shorter time
step than one CTF history series would otherwise allow. This method required no interpolation
between the series once each set of histories was initialized. However, if the smallest time step
for a stable CTF series was large compared to the zone temperature update time step, significant
memory was required to store all the sets of histories.

X X X X X . C— history 1
o——0——0——F—0——0 O0——0 history 2
X X : X : X : T
o o o o——o
~dt == X ——X ——x ——x ——x
|
B B N B N B
-
time

Figure 3.2: Multiple, staggered time history scheme

Another method is shown in Figure 3.3. Sequential interpolation of new histories that uses
successive interpolations to determine the next set of temperature and flux histories. The current
history is interpolated directly from the previous history set using the required time phase shift
between the two. This method required permanent storage for only one set of temperature and
flux histories at a time, but smoothed out temperature and flux data as more interpolations were
performed. As a result, at concurrent simulation times current values of history terms were different
form previous “in phase” history terms. This was unacceptable from, a physical point of view,
because it allowed current information to change data from a previous time.

A final method, shown in Figure 3.4. Master history with interpolation, was something of a
hybrid of the previous two methods. One “master” history set was maintained and updated for all
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Figure 3.3: Sequential interpolation of new histories

time; this solved the problem of current events propagating information backwards in time. When
surface fluxes needed to be calculated at times out of phase with this master history a new, tem-
porary history was interpolated from the master values. This method proved to be the best of
the three options described because it eliminated propagation of information backwards in time
and only required concurrent storage of two sets of temperature and flux histories. This method
was subsequently incorporated into the IBLAST program in conjunction with Seem’s procedure for
calculating the coefficients of the CTF series.
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O0——0  history 2
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Figure 3.4: Master history with interpolation

3.1.4 Conduction Transfer Function (CTF) Calculations Special Case:
R-Value Only Layers

Most users will elect to enter materials with four parameters that are of interest for calculating con-
duction transfer functions: thickness, conductivity, density, and specific heat. For these materials,
EnergyPlus will divide each material layer within a construction into between 6 and 18 nodes for
the application of the state-space method. For multi-layered constructions, nodes are also placed
at the interface between two layers. These interface nodes consist of half a node of the first layer
and half a node of the second layer.
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In some cases, either due to a lack of information or a desire to simplify input, a user may choose
to enter a material layer as a “no mass” or “R-Value only” material. This assumption essentially
says that these layers add nothing to the thermal mass of the overall construction and only add to
the overall resistance or R-Value of the construction as a whole. While this is not recommended,
it is allowed and in some cases is not a poor assumption for extremely lightweight materials such
as some types of insulation.

In the past, when a user enters such a “no mass” material into EnergyPlus, internally the
properties of this layer are converted to approximate the properties of air (density, specific heat,
and conductivity) with the thickness adjusted to maintain the user’s desired R-Value. This allowed
such layers to be handled internally in the same way as other layers without any additional changes
to the code. This solution was deemed accurate enough as air has very little thermal mass and it
made the coding of the state space method simpler.

It is possible to account for layers that have no thermal mass in the state space solution without
resorting to the assignment of fictitious material properties. The EnergyPlus internal equations for
assigning values to portions of the A, B, C, and D matrices as shown in the previous subsections
have been altered to account for the potential presence of R-Value only (or no mass) layers without
resorting to assigning these materials the properties of air. This is handled by assuming that the
“no mass” layer is a single node layer. As nodes are defined that the interface between material
layers, the “no mass” layer is essentially two “half nodes” that are shared with the surrounding
layers. This allows the surrounding material layers to provide thermal capacitance for each of the
nodes at the material interfaces.

In EnergyPlus, there are two possible cases for the existence of “no mass” layers: either between
two other solid, thermally massive layers (multiple “no mass” layers next to each other are simply
combined in this approach) or at the inner or outer most layers of a construction. There are
potential issues with having a resistance-only layer at either the inner or outer most layers of a
construction. A little or no mass layer there could receive intense thermal radiation from internal
sources or the sun causing the temperature at the inner or outer surface to achieve very high
levels. This is undesirable from a simulation standpoint as there are limits to temperature levels in
EnergyPlus that could be exceeded causing the simulation to terminate and is likely unrealistic from
a real-world perspective. Thus, for such potentially problematic calculational scenarios, EnergyPlus
will continue to convert a “no mass” layer at either the inner or outer most layer of a construction
into a thermal mass layer using the properties of air as has been done in the past.

The case where a resistance-only layer is defined anywhere except the inner or outer layer of a
construction is handled by treating the “no mass” layer as a single node layer. This will result in
a node at each interface as in the standard material layer cases. When a “no mass” material is
present, the R-Value only layer will not add any thermal capacitance to the nodes at the interfaces
at either side of the material. It will simply add resistance between the two nodes.

From the EnergyPlus code, the A matrix (AMat) is assigned with values at the interface using
the following equations (taken from the actual code):

cap = ( rho(Layer)\*cp(Layer)\*dx(Layer) + rho(Layer+1)\*cp(Layer+1)\*dx(Layer+1) ) \x 0.5D0

AMat (Node ,Node-1) = rk(Layer)/dx(Layer)/cap ! Assign matrix values for the current node
AMat (Node ,Node) = -1.0D0 \* ( rk(Layer)/dx(Layer)+rk(Layer+1)/dx(Layer+1) ) / cap
AMat (Node ,Node+1) = rk(Layer+1)/dx(Layer+1)/cap ! node.

Note that these equations do not change. For “no mass” layers, the density (rho) and the
specific heat (cp) variables will be assigned zero values. In addition, the thickness (dx) will be
equated with the user-defined R-Value and conductivity (rk) will be assigned a value of unity. In
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Figure 3.5: Illustration of no-mass layer between two mass layers

addition, the number of nodes for the “no mass” layer will be set to 1.

This handles resistive layers correctly without resorting to assigning the properties of air to the
“no mass” layer. The only potential problem with this is if two resistive layers are placed next
to each other. In that case, the interface between the two resistive layers would have no mass
(variable “cap” would equal zero) and a divide by zero would result. To avoid this, adjacent “no
mass” layers are combined internally so that the user does not have to do this and also to avoid
any divide by zero errors.

While from a results standpoint, the difference in output between assigning air properties for
specific heat, density, etc. and handling the no mass materials explicitly is negligible, handling the
no mass layers properly does provide better code efficiency from a calculation speed standpoint.
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3.2 Conduction Finite Difference Solution Algorithm

3.2.1 Basic Finite Difference Solution Approach

EnergyPlus models follow fundamental heat balance principles very closely in almost all aspects of
the program. However, the simulation of building surface constructions has relied on a conduction
transfer function (CTF) transformation carried over from BLAST. This has all the usual restrictions
of a transformation-based solution: constant properties, fixed values of some parameters, and do not
produce results for the interior of the surface. As the energy analysis field moves toward simulating
more advanced constructions, such as phase change materials (PCM), it becomes necessary to step
back from transformations to more fundamental forms. Accordingly, a conduction finite difference
(CondFD) solution algorithm has been incorporated into EnergyPlus. This does not replace the
CTF solution algorithm, but complements it for cases where the user needs to simulate phase change
materials or variable thermal conductivity. It is also possible to use the finite difference algorithm
for zone time steps as short as one minute.

EnergyPlus includes two different options for the specific scheme or formulation used for the
finite difference model. The first scheme is referred to as Crank- Nicholson and was the formu-
lation used in EnergyPlus prior to version 7. As of version 7 a second scheme was added and is
referred to as fully implicit. The selection between the two can be made by the user with the
HeatBalanceSettings:ConductionFiniteDifference input object. Once selected, the same scheme is
used throughout the simulation. Although the two different schemes differ in their fundamental
heat transfer equations, they share nearly all the same supporting models for material properties,
data storage, solution schemes, and spatial discretization algorithms.

The Crank-Nicholson scheme is semi-implicit and based on an Adams-Moulton solution ap-
proach. It is considered second-order in time. The algorithm uses an implicit finite difference
scheme coupled with an enthalpy-temperature function to account for phase change energy accu-
rately. The implicit formulation for an internal node is shown in the equation below.

T i
CoApr—t— ~¢
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where:

T = node temperature

At = calculation time step
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Az = finite difference layer thickness (always less than construction layer thickness)
C, = specific heat of material

kw = thermal conductivity for interface between node ¢ and node 7 + 1

kg = thermal conductivity for interface between node ¢ and node ¢ — 1

p = density of material
with superscripts and subscripts:

¢ = node being modeled

1+ 1 = adjacent node to interior of construction
1 — 1 = adjacent node to exterior of construction
J + 1= new time step

J = previous time step
Then, this equation is accompanied by a second equation that relates enthalpy and temperature.

h; = HTF (T;) (3.18)

where HTF is an enthalpy-temperature function that uses user input data.
The fully implicit scheme is also based on an Adams-Moulton solution approach. It is considered
first order in time. The model equation for this scheme is shown in the following equation.

+k7ﬁf—ﬁ“)
E

CppAz— A7 (3.19)
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For both schemes, EnergyPlus uses the following four types of nodes, as shown in the figure
below (1) interior surface nodes, (2) interior nodes, (3) material interface nodes and (4) external
surface nodes. The grid for each material is established by specifying a half node for each edge of
a material and equal size nodes for the rest of the material. Equations such as 3.17 are formed for
all nodes in a construction. The formulation of all node types is basically the same.

Indoor Air Material 1 Material 2 QOutdoorAir

- iy "t 2 “ g -
8pan fi> oY

A Interior surface node (half node)

ay Interior node (full node)

Material interface node (half node)
@ External surface node ( half node)

Figure 3.6: Node depiction for Conduction Finite Difference Model

In the CondFD model, surface discretization depends on the thermal diffusivity of the material
() and time step (At) selected, as shown in the equation below. The default value of 3 for the
space discretization constant, C, is the inverse of a grid Fourier Number:
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and is based on the stability requirement for the explicit mode that requires values higher than
2, or a Fourier number lower than 0.5. However, CondFD uses implicit schemes that do not have
the same stability requirements as the explicit mode. Thus, the default 3 was originally set rather
arbitrary. As of version 7, the value of this constant can be controlled by the user with the input
field called Space Discretization Constant in the HeatBalanceSettings:ConductionFiniteDifference
input object. The discretization method allows CondFD to assign different node spacing or grid
size to different material layers in a wall or roof, as building walls and roofs typically consist of
several layers of different materials having different thermal properties.

Ax = vVCaAt (3.21)

The actual integer number of nodes for each layer is then calculated by rounding off the result
from dividing the length of the material layer by the result of the equation above. After this, Ax is
recalculated by dividing the length of the material by the number of nodes. A full node is equal to
two half nodes. Lower values for the Space Discretization Constant yield more nodes, with higher
values yield fewer nodes.

Because the solution is implicit, a Gauss-Seidel iteration scheme is used to update to the new
node temperatures in the construction and under-relaxation is used for increased stability. The
Gauss-Seidel iteration loop is the inner-most solver and is called for each surface. It is limited to 30
iterations but will exit early when the sum of all the node temperatures changes between the last call
and the current call, normalized by the sum of the temperature values, is below ~0.000001C. This
convergence criteria is typically met after 3 iterations, except when PCMs are simulated as it takes
an average of 2-3 more iterations when PCM are changing phase. If the number if iterations needed
to met convergence criteria start to increase, an automatic internal relaxation factor stabilities the
solution and in most cases keep the number of iterations less than 10.

EnergyPlus also uses a separate, outer iteration loop across all the different inside surface heat
balances so that internal long-wave radiation exchange can be properly solved. For CTF formu-
lations, this iteration is controlled by a maximum allowable temperature difference of 0.002°C
for inside face surface temperatures from one iteration to the next (or a limit of 100 iterations).
CondFD uses the same default value for allowable temperature difference as CTF. However, this
parameter was found to often need to be smaller for stability and so the inside surface heat bal-
ance manager uses a separate allowable maximum temperature difference when modeling CondFD.
The user can control the value of the relaxation factor by using the input field called Inside Face
Surface Temperature Convergence Criteria in the HeatBalanceSettings:ConductionFiniteDifference
input object. In addition, if the program detects that there is instability by watching for excessive
numbers of iterations in this outer loop and may decrease the relaxation factor. Users can also
output the number of iterations inside of CondFD loop for each surface and the outer internal heat
balance loop for each zone with “CondFD Inner Solver Loop Iterations” and “Heat Balance Inside
Surfaces Calculation Iterations” respectively.

Ti,new = Ti,old + Relax (Ti,new - Ti,old) (322)

Because of the iteration scheme used for CondFD, the node enthalpies get updated each iteration,
and then they are used to develop a variable Cp if a phase change material is being simulated. This
is done by including a third equation for Cp.
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Dual Curve Phase Change Material Model
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Figure 3.7: Hysteresis PCM Model Curves

For inputs with MaterialProperty:PhaseChange, the specific heat is calculated from the tabu-
lated input data of temperature/enthalpy pairs:

imew = Diia

Cp =2 o0 (3.23

Ti,nevv - T'i,old )

For inputs with MaterialProperty:PhaseChangeHysteresis, the specific heat is not only depen-

dent on the current state, but also the previous state, as it captures the hysteresis physics present
between the melting and freezing processes.

Cp = f (Tinew, T'i, prevs PhaseState, ey, PhaseStatepyey) (3.24)

The hysteresis model also has inputs for solid and liquid state values for thermal conductivity
and density. Within the transition region of the hysteresis model the average of the two is used. If
the dynamic nature of these parameters is not known, the user may enter the same value for both
states and that static value will be used throughout.

The actual formulation of the hysteresis model is captured in Figure 3.7. The inputs that led
to those curves were as follows:

o All temperature “difference” inputs were set to 1.0 as this is an example only. Using smaller
or larger temperature differences would shrink or expand the freezing or melting regions
accordingly.

« The total latent heat transferred during the phase transition process is set to 25000 J/kg
o The peak freezing temperature is set to 23 °C, where the freezing curve transition is centered.

o The peak melting temperature is set to 27 °C, where the melting curve transition is centered.
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The iteration scheme assures that the correct enthalpy, and therefore the correct C, is used
in each time step, and the enthalpy of the material is accounted for accurately. Of course, if the
material is regular, the user input constant C), is used.

For non-hysteresis finite difference calculations, the algorithm also has a provision for including
a temperature coefficient to modify the thermal conductivity. The thermal conductivity is obtained
from:

k =k, + ky (T, — 20) (3.25)

ko, = is the 20 °C value of thermal conductivity (normal IDF input)
ki = is the change in conductivity per degree temperature difference from 20 °C
As of Version 7, the CondFD implementation was changed to evaluate the thermal conductivity

at the interface between nodes, as shown below. In this case, EnergyPlus uses a linear interpolation
between nodal points.
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(3.26)
where,
A
kw = ZHTZ (3.27)
and ijrl _'_kj+1
hp=-—=L " (3.28)

2

These additional property information values are put into the input file as explained in the In-
put/Output Reference Document, but it consists simply of a value for k1 and set of enthalpy
temperature pairs that describe the enthalpy of the phase change material in straight line segments
with respect to temperature.

A graph showing the effect of a large PCM on the outside surface of a zone is shown below. The
phase change temperature was 30 °C, and the flat temperature response during the phase change is
obvious. This example was run with a zone time step of one minute to show that such small time
steps can be done with the finite difference solution technique. It is more efficient to set the zone
time step shorter than those used for the CTF solution algorithm. It should be set to 20 time steps
per hour or greater, and can range up to 60. The finite difference algorithm actually works better
with shorter zone time steps. The computation time has a minimum at a zone time step around
two minutes (30 time steps/hr), and increases for shorter or longer zone time steps.

3.2.2 Finite Difference Node Arrangement in Surfaces

The Conduction Finite Difference algorithm determines the number of nodes in each layer of the
surface based on the Fourier stability criteria. The node thicknesses are normally selected so that
the time step is near the explicit solution limit in spite of the fact that the solution is implicit. For
very thin, high conductivity layers, a minimum of two nodes is used. This means two half thickness
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Figure 3.8: Effects of Large PCM on Outside Zone Surface

nodes with the node temperatures representing the inner and outer faces of the layer. All thicker
layers also have two half thickness nodes at their inner and outer faces. These nodes produce layer
interface temperatures.

The ConductionFiniteDifferenceSimplified capability was removed as of Version 7.2.

3.2.3 Conduction Finite Difference Variable Thermal Conductivity

The Conduction Finite Difference algorithm has also been given the capability to use an expanded
thermal conductivity function. This function, explained in the input/output document, is simi-
lar to the temperature enthalpy function. It consists of pairs of temperature and thermal con-
ductivity values that form a linear segmented function. It is established with the MaterialProp-
erty:VariableThermalConductivity object.

3.2.4 Conduction Finite Difference Source Sink Layers

The Conduction Finite Difference algorithm can also invoke the source/sink layer capability by
using the ConstructionProperty:InternalHeatSource object.

3.2.5 Conduction Finite Difference Heat Flux Outputs

The Conduction Finite Difference algorithm can output the heat flux at each node and the heat
capacitance of each half-node. During the CondFD solution iterations, the heat capacitance of each
half node (CondFD Surface Heat Capacitance Node < n >) is stored:

1
HeatCap, = §C'm-Axi,0i (3.29)
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For nodes which are at the inside or outside face of the surface, there is only one half-node.

After the CondFD node temperatures have been solved for a given timestep, the heat fluxes
(CondFD Surface Heat Flux Node < i > ) are calculated beginning with the inside face of the
surface.

QDreportN = Qinside (330)

for the remaining nodes

Ti + l,new — Tz + 1,0ld

At

Ti,new - Ti,old <331)
At

QDreport; = QDreport,, ; +HeatCapl,

—QSource;+HeatCap2;

where:

HeatCapl, = heat capacitance associated with a given outer half-node
HeatCap2, = heat capacitance associated with a given inner half-node
QDreport, = CondFD Surface Heat Flux Node < i >

QSource; = internal source heat flux at node ¢

Qinside = Surface Inside Face Conduction Heat Transfer Rate per Area [W/m?]

N = total number of nodes in a surface including the surface inside face node.

Note that the variable TotNodes used in the source code is actually N-1. The surface inside face
node is referenced as TotNodes+1.
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3.3 Combined Heat and Moisture Transfer (HAMT) Model

3.3.1 Overview

The combined heat and moisture transfer finite (HAMT) solution algorithm is a completely coupled,
one-dimensional, finite element, heat and moisture transfer model simulating the movement and
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storage of heat and moisture in surfaces simultaneously from and to both the internal and external
environments. As well as simulating the effects of moisture buffering, HAMT is also be able to
provide temperature and moisture profiles through composite building walls, and help to identify
surfaces with high surface humidity.

3.3.2 HAMT Nomenclature

Dependencies on moisture content are indicated by a superscript “, on heat by a superscript » and
vapor pressure by a superscript ©.

Table 3.1: Combined Heat and Moisture Transfer Model

Nomenclature
Symbol Units Meaning
A m? Contact Surface area
C J/kgC Specific heat capacity of dry material
ch J/C Heat Capacitance of cell i
cy kg Moisture Capacitance of cell i
cv J/KgC Specific heat capacity of water (= 4,180 J/kg°CQ
20°C)

DY m?/s Liquid Transport Coefficient
Py J/kg Evaporation enthalpy of water (= 2,489,000 J/kg)
0H /0T J/m3C Moisture dependent heat storage capacity
1,] — Cell indices
kv W/mC Moisture dependent thermal conductivity
p Pa Vapor pressure
Dambient Pa Ambient air pressure
p(as a superscript) s Present Time Step
p m?3/m? Material Porosity

adds W Heat from additional Sources
q; W Heat due to Vaporisation
RH % Relative humidity
thj C/W Heat Resistance between cells i and j
R}, sPa/kg Vapor Resistance between cells i and j
R} s/kg Liquid Moisture Resistance between cells i and j
t S Time
T °C Temperature
X m Distance between cell centers
w kg/m3 Moisture Content

ow/0¢ kg/m? Moisture dependent moisture storage capacity
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Table 3.1: Combined Heat and Moisture Transfer Model

Nomenclature
Symbol Units Meaning
) kg/msPa Vapor diffusion coefficient in air
AT S Time step between calculations
AV, m3 Cell Volume
1 — Moisture dependent vapor diffusion resistance fac-
tor
p kg/m? Material Density
pv kg/m? Density of water (= 1,000kg/m?)
0] fraction Relative humidity

3.3.3 HAMT Model Description

Equations 3.32 and 3.33 are derived from heat and moisture balance equations and are taken from
[Kiinzel, H.M. (1995)]. They describe a theoretical model for the transfer of heat and moisture
through a material.

OH 0T 0 oT 0 (9 0p

——— = — | kY— hy— | —=— 3.32

or or  Ox ( 83:) i Oz <,u6:r> (3:32)

The three terms in Equation 3.32 describe the storage, transport and generation of heat respec-
tively.

)

Owdp _ 0 (,0wdey 0 (00p (3.33)
0¢p Ot Ox 0¢p Ox Oxr \ puox

The three terms in Equation 3.33 describe the storage of moisture, the transport of liquid

moisture and the transport of vapor respectively. The equation to calculate the vapor diffusion
coefficient in air (0) used in the third term of both equations, is also taken from Kiinzel,

(2 x 1077 x (T + 273.15)")

Pambient

d= (3.34)
The heat storage capacity (2—1;) depends on the moisture content w of the material by the
following equation.

OH
— = (cp+ "w 3.35
= = (cp+w) (335)
The moisture content of the material w and the vapor diffusion resistance factor p depend on the
relative humidity inside the material. The parameters g—z;, k* and D" are also moisture dependent
parameters.

The following sections describe how the above equations are used within the HAMT model.
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3.3.3.1 Surfaces, Material Layers and Cells

“Surfaces” are made of a number of layers of potentially any combination of materials. Each surface
is split into its constituent materials and is then split up further into cells through its depth. HAMT
will generate no more than 10 cells per material with widths that are thinner near the boundaries
of each material where most changes are expected and detail is needed.

3.3.3.2 Heat Transfer

Equation 3.32 can be re-written and used to describe the heat storage and transfer through the it
cell in a surface.

Tp+1 TP +1
Zh ”A,JPP pr (3.36)

1]

TP - 17
(cipi + cw;) AV;————+ = Zk

In the one dimensional case there are only two adjacent cells each labeled j. The heat generated
due to vaporization ¢; can be calculated separately.

+1_ ptl
Zh % A”pp — b (3.37)
Lij
Rearranging Equation 3.32 and including other sources of heat (¢%) such as radiation from

other surfaces in the calculation gives the temperature in a cell in the next time step as,

L adds | h Y
i1 Z] Rh + QZ + q + OZ AT
5" = =7 . (3.38)
where CI' = (¢;p; + c¥w;) AV, is thermal heat capacitance of cell i and R?j = k:;—jl” is the

thermal resistance between cells i and j.
This equation can be solved using the Gauss-Seidel iteration technique. The it? cell temperature
is calculated whilst the j** cell temperatures are kept as up to date as possible. The iteration is

stopped when the maximum difference between two consecutive calculations in all cells is less than
a threshold of 0.002°C.

3.3.3.3 Moisture Content w

The moisture content (w) of a cell is needed for the calculation of the heat transfer through the
cell as it affects the thermal resistance and heat capacitance. The moisture content